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ABSTRAK 

Nama : Annisa Rizki Liliandari 
NIM : 41517010006 
Pembimbing TA  : Dr. Ida Nurhaida, MT 
Judul 
 

: Topic Discovery and Classification Comparison on 
the Comments of Indonesian Entertainment 
YouTube Channel Videos Using SMOTE, N-gram, 
and LDA Approaches 

 
YouTube saat ini menjadi media sosial paling populer dengan 88% pengguna aktif 
mengaksesnya. Komentar yang berisi opini dan saran semakin meningkat dan 
menantang untuk ditafsirkan satu per satu. Penelitian ini difokuskan kepada 
klasifikasi teks dan pemodelan topik terhadap analisis data komentar YouTube 
terkait konten video channel YouTube hiburan di Indonesia yang dilakukan dengan 
mengaplikasikan metode klasifikasi data mining untuk membandingkan kinerja 
metode Multinomial Naïve Bayes, K-Nearest Neighbor, dan Support Vector 
Machine serta mengetahui pengaruh dari berbagai eksperimen untuk menemukan 
metode yang memiliki akurasi tertinggi dengan prediksi tepat dalam 
mengklasifikasikan teks sebagai komentar positif, negatif, atau netral. Sedangkan 
untuk proses pemodelan topik menggunakan Latent Dirichlet Allocation. 
Kesimpulannya adalah preprocessing yang lengkap, penerapan teknik SMOTE, 
penyetelan parameter dan fitur-fitur canggih N-gram berkontribusi pada 
peningkatan akurasi. Hasil penelitian menunjukkan bahwa tingkat akurasi terbaik 
diperoleh dari model yang menerapkan teknik SMOTE dengan proporsi 80% data 
latih dan 20% data uji. Model SVM+SMOTE lebih unggul dibandingkan model 
MNB+SMOTE dan K-NN+SMOTE yaitu dengan akurasi 97,2% untuk dataset 1, 
96,1% untuk dataset 2 dan 96,3% untuk dataset 3. Pemodelan topik menunjukkan 
bahwa dua dari ketiga dataset memiliki persamaan topik dalam penyajiannya. 
 
Kata kunci: 
YouTube komentar, klasifikasi teks, topik modeling, machine learning, smote, n-
gram. 
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the Comments of Indonesian Entertainment 
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YouTube is currently the most popular social media platform, with 88% of active 
users having easy access to it. Comments containing opinions and suggestions are 
increasing, and have become challenging to be interpreted individually. This 
research specifies on the data analysis of text classification and topic modeling of 
YouTube comments, related to entertainment video contents in Indonesia. This was 
carried out by applying the data mining classification method, to compare the 
performance of the Multinomial Naïve Bayes, K-Nearest Neighbor, and Support 
Vector Machine techniques, and also ascertaining the effect of various experiments, 
in locating the accurate model for classifying text as positive, negative, or neutral 
comments. However, the topic modeling process uses Latent Dirichlet Allocation. 
In conclusion, the complete preprocessing, SMOTE technique application, 
parameter setting, and N-gram advanced features, contribute to improving 
accuracy. The results showed that the best level of accuracy, was obtained from a 
model that applied the SMOTE technique, with a proportion of 80% training data, 
and 20% testing data. Therefore, the SVM + SMOTE model is superior to the MNB 
+ SMOTE and K-NN + SMOTE techniques, with an accuracy of 97.2% (dataset 1), 
96.1% (dataset 2), and 96.3% (dataset 3). The topic modeling shows that two of the 
three datasets, have the same topic in the content presentation. 
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Topic Discovery and Classification Comparison on 

the Comments of Indonesian Entertainment 

YouTube Channel Videos Using SMOTE, N-gram, 

and LDA Approaches 
 

Annisa Rizki Liliandari and Ida Nurhaida 
Faculty of Computer Science, University of Mercu Buana, Indonesia 

 
Abstract: YouTube is currently the most popular social media platform, with 88% of active users having easy access to it. 

Comments containing opinions and suggestions are increasing, and have become challenging to be interpreted individually. 

This research specifies on the data analysis of text classification and topic modeling of YouTube comments, related to 

entertainment video contents in Indonesia. This was carried out by applying the data mining classification method, to compare 
the performance of the Multinomial Naïve Bayes, K-Nearest Neighbor, and Support Vector Machine techniques, and also 

ascertaining the effect of various experiments, in locating the accurate model for classifying text as positive, negative, or neutral 

comments. However, the topic modeling process uses Latent Dirichlet Allocation. In conclusion, the complete preprocessing, 

SMOTE technique application, parameter setting, and N-gram advanced features, contribute to improving accuracy. The results 

showed that the best level of accuracy, was obtained from a model that applied the SMOTE technique, with a proportion of 80% 

training data, and 20% testing data. Therefore, the SVM + SMOTE model is superior to the MNB + SMOTE and K-NN + 

SMOTE techniques, with an accuracy of 97.2% (dataset 1), 96.1% (dataset 2), and 96.3% (dataset 3). The topic modeling shows 

that two of the three datasets, have the same topic in the content presentation.  
 

Keywords: YouTube commentary, text classification, topic modeling, machine learning, smote, n-gram. 
 
 

 

1. Introduction 

Generally, researches related to sentiment analysis, 
are found to be more numerous on the social media 
platform, such as Twitter [1] - [5]. Also, several studies 
have started focusing on sentiment analysis on YouTube 
[6] - [15]. Based on the wearesocial.com site in 2020, 
YouTube is the first in rank of social media platforms 
often used, with 88% of users situated in Indonesia. It is 
a source of media information, where each user interacts 
through the sharing of videos, giving likes or dislikes, 
adding views, subscribing to a channel, and also 
providing comments.  

The entertainment video contents of YouTube, are 
mostly favored and interesting to viewers than that of 
the educational sector. Furthermore, Indonesia's 
YouTube viewers are dominated by young people 
averaging 15-30 years, with children starting to enjoy 
the services. This age group is being categorized as the 
millennial generation. Explicitly, the millennial 
generation is more interested in video contents that are 
entertaining than educational. This phenomenon is an 
essential problem because, the video content in the 
entertainment category, tends to lack educational 
benefits and value. Therefore, it has both positive and 

negative impacts, that tends to be imitated by the 
millennial generation. The positive impact obtained, is 
in the form of acquiring the latest information about 
holiday destinations, new fashion trends, and many 
more. Moreover, the negative impact obtained is quite 
crucial, such as harsh word usage in videos, Western 
cultural and controversial lifestyle trends, etc. These 
problems are observed to be handled by sentiment 
analysis research. This [1] is the process of using text 
analytics, to obtain multiple data sources from the 
internet, and various social media platforms falling 
within the field of Natural Language Processing (NLP). 
Furthermore, several studies showed that, the level of 
interaction between content creators and viewers is a 
significant dimension of popularity on YouTube [15]. 

This research focuses on text classification and topic 
modeling on commentary data analysis related to 
entertainment video contents in Indonesia, by 
comparing the performances of the Multinomial Naïve 
Bayes, K-Nearest Neighbor, and Support Vector 
Machine classification methods, and also measuring the 
effects of various experiments, to locate accurate 
techniques, in classifying text as positive, negative, or 
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neutral comments. Moreover, the topic modeling 
process is observed to make use of the Latent Dirichlet 
Allocation method. This study is expected to help 
YouTube content creators in Indonesia, to assess the 
advantages and disadvantages of the various videos 
uploaded. It is also expected to aid content creators in 
determining whether the information and presentation 
delivered, has a good impact on the audience or vice 
versa. 

Specifically, content creators with lot of subscribers 
tend to receive more comments, causing valuable 
viewers feedback to be buried deep withiin those 
providing useless responses. Furthermore, it is used as 
reference in considering decision-making, as regards 
video contents being more creative, effective, 
informative, visible, increasing the number of views and 
subscriptions, avoiding plagiarism, and preventing 
millennial generation from showing unfavourable video 
content. 

In literature, related research has previously been 
conducted on several datasets, such as [16, 17, 18, 19, 
20, 21, 22, 23]. This research consists of six parts, 
namely, Section 1 (Introduction), 2 (Related Works and 
Theories), 3 (The Dataset), 4 (Methods), section 5 
(Experiments and Results), and 6 (Conclusion). 
 
2. Literature Study  

2.1 Related Work 

This section provides information about sentiment 
analysis studies, carried out on several datasets. Siti and 
Agus [16], attempted to remove stopwords, change 
slang vocabularies, eliminate subject/object type words, 
and increase the Extratree's classification accuracy quite 
significantly, between 3% to 3.5%. With the usage of 
the Unigram and CountVectorizer feature, extraction 
obtained an accuracy of 88.8%. 

Widi and Retno [17] conducted a classification, using 
NB, SVM, and LR, while applying the SMOTE 
technique in handling class imbalance, and observed 
that the method used was quite effective in improving 
model performance, with an average increase of around 
12%. The best model with a g-mean score, was obtained 
from the LR model (81.65%), followed by SVM 
(81.55%). 

Further, Irma et al. [18] performed a rating prediction 
on beauty reviews, using MNB and N-gram. It was 
observed that the model, with the use of full 
preprocessing and N-gram combination, produced 
better accuracy, reaching 97% and 96% on tolerance 
and review sentiment testing, respectively. Therefore, 

the N-gram here is very influential on the accuracy 
results. 

Yoga and Dhomas [19] conducted a topic modeling 
analysis on the title of a research in the health sector in 
Indonesia, and observed that, LDA modeling was 
confirmed to have the ability to model topics well, in 
producing the word distribution of Factors, Nutritional 
Status, Blood Pressure, Hospitals, Pregnant Women, 
Health Service, Public Health Centres, Extracts 
Ethanol, Public Health, Hiv-Aids, Diabetes, and 
Dengue. 

Desi and Umniy [20] in their research, classified text 
as a complaint or not in the marine and fisheries 
domain, using Random Forest method, with the 
application of parameter settings. The best performance 
results for the model were 95%, while using parameters 
with min_samples_leaf (1), n_estimators (10), 
min_samples_split values (3), criterion entropy, 
max_features (3), and max_depth (0).  

Mujiono and Fahri [21] predicted potential risks on 
customer credit datasets, using the C4.5 and NB 
algorithms. The results showed that the 
recommendation system, as a characteristic with the 
C4.5 model was more suiTabel, because it produces an 
accuracy of 83.33% than NB, which is based on the 
conditional probability of the input variable, with the 
accuracy achieved being 80.67%. 

However, Anis et al. [22] compared the performance 
of K-NN with and without SMOTE, in the 
subjective/objective news classifications. The results 
showed that, the application of SMOTE, in the 
classification of news objectivity, resulted in less 
effective performance at k values 5, 7, and 9. This is 
shown when the performance of the K-NN algorithm, 
has an average decrease in the accuracy value of 6.67%. 
As for the value of k being 1 & 3, the performance of 
the K-NN algorithm has an average increase of 3.36% 
accuracy. Therefore, at k = 1 & 3, the accuracy obtained 
are 87.50% and 85.22%, respectively. 
 
2.2 Learning Algorithm 

During the learning phase, feature extraction uses the 
TF-IDF algorithm, by applying N-gram as selection. 
The text classification uses three algorithms, consisting 
of MNB, K-NN, and SVM, while the modeling topic 
uses the LDA algorithm. 

TF-IDF is the weight calculation method, commonly 
used in information retrieval and text mining. It is used 
to calculate the weight of each word, and observe how 
often they appear in a document [1]. 
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N-gram is a set of N-words, appearing in texts, which 
are very easy to obtain, and represented by means of 
vectors. In some models, the N for each successive 
word, is used as a feature. In the bigram model (N = 2), 
two consecutive words are used as features in the 
document's vector representation, same as in the trigram 
model (N = 3), which involves the use of three words. 
Furthermore, it is obvious that the N-gram feature 
provides better results, in the accuracy of the sentiment 
analysis model [16]. 

MNB is a widely used algorithm for text 
classification method, based on the assumption that, 
each document is extracted from a multinomial word 
distribution, and all conditional features being 
independent, with a given value of the class variable 
[24]. 

Furthermore, SVM acts by locating a hyperplane, 
which maximizes the distance between classes 
(margins). In this research, a linear kernel approach was 
used, with the 3 model classes tested. The research 
support authorizes the SVM to become multi-class, 
capable of classifying data into more than two classes. 
There are two choices of approach for implementing 
multiclass SVM. The first approach combines several 
binary SVMs, while the second bind all data from all 
classes into a form of an optimization problem. In this 
case, it uses the one-against-one method. This method 
builds a number of binary SVM models, that compare 
one class to another. To classify data into k classes, it 
has to build a number of, 𝑲(𝑲−𝟏)

𝟐
 binary SVM models 

[25]. 
K-NN is an algorithm for the classification method 

of supervised learning, based on distance. It only 
classifies the label (class) of an object, based on the 
class which is the majority of K-neighbors, in a set of 
training data. The number of K-neighbors, determines 
the performance of the K-NN algorithm. Distance 
measurement is then calculated using Manhattan 
method, which calculates the absolute difference 
between the coordinates of object pairs, with five 
heterogeneity in the number of neighbours, namely, 1, 
3, 5, 7, and 9, in order to locate the best K-NN model 
[26]. 

Latent Dirichlet Allocation (LDA) is a generative 
probabilistic model of a corpus, represented as a random 
mixture of latent topics, and used to ascertain patterns 
in a document that generate topics [19]. Modeling topics 
with LDA in this research, is to analyze for similarities 
related to the presentation of video content among 
YouTube channel datasets, based on public comments. 
3. Dataset 

This research collected data from YouTube, using an 
algorithm developed by the researchers, in the Python 
programming language. Only three samples of 
YouTube channel accounts based on the 
socialblade.com site, which are quite popular in 
Indonesia were collected, with the most subscribers and 
entertainment categories, consisting, Atta Halilintar, 
Baim Paula, and Ricis Official pages. The videos were 
selected, based on date of upload (January to August 
2020), with the highest number of likes, and those with 
inappropriate titles, possessing large number of 
reactions. The total number of comments were 5400, 
with each account consisting 1800 feedbacks, as shown 
in Tabel 1. The data collected is stored in .txt format. 

Tabel 1. Data Source. 

Channel YouTube Id Like 

 
Atta 

Halilintar 
600/video 
(dataset 1) 

https://www.YouTube.com/watch?v=j1d6rR
2Jl7U 

396K 

https://www.YouTube.com/watch?v=Ou8Hk
nbp2Nw 

119K 

https://www.YouTube.com/watch?v=gxKN8
JSQgT4 

255K 

 
Baim Paula 
600/video 
(dataset 2) 

https://www.YouTube.com/watch?v=mpHuv
q-1sf4&feature=youtu.be 

386K 

https://www.YouTube.com/watch?v=tQkND
PmR_8A&feature=youtu.be 

435K 

https://www.YouTube.com/watch?v=jLZQ4
T20REw 

498K 

 
Ricis 

Official 
600/video 
(dataset 3) 

https://www.YouTube.com/watch?v=RTzHb
mTDsc0&t 

262K 

https://www.YouTube.com/watch?v=ggMA
9fuiv7k 

267K 

https://www.YouTube.com/watch?v=h5KLC
2G11Vk 

253K 

 
Data labeling was carried out manually using the 

sentiment scoring technique, by providing labels for 
each data, such as, positive code 2 (words such as praise 
and advice), negative symbol 0 (words of dislike or 
ridicule), and neutral code 1 (sentences without opinion 
elements).  

3.1 Pre-Processing 

The preprocessing of this study used Natural 
Language Processing (NLP). The technique consisted 
four steps, including, stopwords elimination, case 
folding, tokenizing, stemming, and several additional 
stages as follow; 
 Cleansing, which includes deleting special texts, 

such as, (@, #, link), punctuation marks, blank 
characters, emoji representations, number symbols, 
and repetitive words. This was carried out because, 
vocabulary usually contains many repetitive 
characters. For example, the word mantaaab 
becomes mantab (fabulous), as Kereeennn changes 
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to keren (cool). 
 Converting slang vocabulary into standard 

Indonesian Dictionary words. For example, guee 
converts to saya (me), lu becomes kamu (you),  
wkwkwk becomes tertawa (laugh) and many much 
more. In this conversion process, the researcher 
created a slang dictionary, containing 1344 words.  

 Negation is a very important linguistic, because it 
affects the polarity of other words. It includes 
words, such as, no, less, and do not. Furthermore, 
its scope is limited only to the next word, or 
extended to other characters after the negation. 

3.2 Coping with Unbalanced Classes 

To overcome the unbalanced dataset in this study, the 
SMOTE technique was applied. SMOTE is a balancing 
technique, used to equate sample data distributions, 
within the minority and majority class [22]. The 
SMOTE stage involves calculating the distance between 
minority and majority data, determining the model 
percentage value, ascertaining the nearest k number, and 
creating synthetic information, with the following 
equation [22]: 

𝑥𝑠𝑦𝑛 = 𝑥𝑖 + (𝑥𝑘𝑛𝑛 − 𝑥𝑖) ×  𝛿  (1) 

Where 𝑥𝑠𝑦𝑛 is the synthetic data to be created, 𝑥𝑖 is the 
information to be replicated, 𝑥𝑘𝑛𝑛  is the sample that has 
the closest distance, from that which is to be replicated, 
and 𝛿 is the random value between 0 and 1. 
 

4. Method 

4.1 Representing Text Classification 

The text classification in this study was carried out 
through ten stages, which is seen in Figure 1 

The first stage involves data collection, while that of 
the second is manual labeling. The third and fourth stage 
involves preprocessing, with the sharing of data 
(training and testing), respectively. The fifth stage 
involves feature extraction with TF-IDF, where all 
words in the data are converted into a list, and assigned 
to each document as a vector, through the application of 
N-grams, to obtain the best results. 

The sixth stage is the SMOTE scenario, where the 
data is divided into two types to be compared, in order 
to observe which is best for classification, between 
those using the technique or not. The seventh stage is 
the cross-validation process, which divides the overall 
data into 10 parts, where a part is used for testing, with 
the remaining 9 portions used for training. This process 
was observed to be repeated for all other sections. 

The eighth stage is the classification process, carried 
out by using training data therefore, forming the 
proposed model. Furthermore, the model is used to 
predict the test data. The ninth stage is the model 
validation after formation. The tenth stage is the model 
testing and evaluation process. Testing and evaluation 
of the predictive results, are used to measure the 
performance of the classification model that has been 
made, and then  visualized towards the end. 

 

 
     Figure 1. The flow of the text classification diagram. 

 
Classification is carried out using various 

experimental scenarios, through the N-gram unigram 
feature, unigram-bigram, and unigram-trigram 
combination including, 
1. The preprocessing stage does not remove stopwords, 
slang words, and does not handle negation, without 
selecting the N-gram feature and setting parameters. 
This scenario aims to determine the effect of the three 
preprocessing, N-gram features, and parameter settings 
on accuracy results.  
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2. The preprocessing stage uses the stopwords removal, 
slang word conversion, and negation handling processes, 
without selecting the N-gram feature and setting 
parameters. The aim is to determine the difference 
between the non-selective N-gram feature, without 
parameter setting, and those using both processes, with 
the effect of converting slang words and handling 
negation on the accuracy results.  
3. All preprocessing steps are carried out, by selecting 
the N-gram feature, setting parameters and data 
proportion sharing. The proportion of data proposed in 
this study, is to compare 80% training and 20% testing 
data with 70% and 30% of both information, 
respectively. The aim is to determine the accuracy of all 
the processes to obtain the best accuracy, and test how 
effective the N-gram and parameter settings are, in 
improving the performance of the classification model. 
 
4.2 Representing Topic Modeling 
 

Modeling the topic of this research was carried out, 
to exploit the similarity in the presentation of content 
between YouTube channels, using LDA as observed in 
Figure 2. 

 

Figure 2. The flow of the topic modeling diagram. 
 

In Figure 2, the first stage is reading the data 
collected. The second stage is the text mining process 
consisting of preprocessing, creating a term matrix and 
its document, using the BoW algorithm. After the data 
had been formed into a term-matrix document, it 
proceeds to the third stage, LDA modeling. Afterward, 
visualization is carried out at the last stage. 
 
4.3 Evaluation Metrics  
 

Classification performance measurement is carried 
out, to determine the performance results that have 
already been analyzed. The classification performance 
measurements used in this study, which are also 

preferred in similar studies are Accuracy, Precision, 
Recall, and F-measure [15, 17, 20, 21]. Meanwhile, to 
evaluate the modeling topic, the measurement of 
Perplexity and U_mass coherence is used. 

 
5. Experiments and Results 

Information relating to text classification, and topic 
modeling is presented in detail in this section. 
 

5.1 Text Classification 

To process the collected dataset, and learn the ML 
algorithm for text classification by using Python 3.6. 
The dataset used is 1800 comments. After each dataset 
had carried out data labeling and preprocessing (Tabel 
2), the results in the form of the base words becomes 
the keywords for the feature extraction process.  

Tabel 2. Preprocessing results. 

Before Preprocessing Label 

Your content is not very useful, sorry for the children who 
watch it 

0 

Sister Afni looks like Sister Icis a few years ago, isn't it? 1 
Just a suggestion, boss, make any content please, but if you 
meet difficult people (the poor), their faces are blurred 
because they also have self-respect 

2 

After Preprocessing Label 

the content is not useful, sir, sorry for the kids to watch 0 
sis Afni really looks like icis, yes or no 1 
just advise boss, in making content, when you meet a poor 
brother, please blur his face 

2 

The initial assumption of data is divided by the 
proportion of 80%:20% obtained 1440 training data and 
360 testing data. Furthermore, after splitting the data, 
data is converted into feature vectors using TF-IDF. 
Problem comes, the number of comment labels on each 
dataset in the training data, experienced an imbalance 
class, which resulted in an unbalanced situation, in each 
section, e.g., leaning towards neutral or other sectors 
with details, is seen in Tabel 3. This needs to be 
addressed, in order not to affect the performance of the 
sentiment analysis carried out by applying the SMOTE 
technique. 

Tabel 3. Number of training data labels. 
 

Dataset 1 Dataset 2 Dataset 3 Label 

147 103 101 0 
369 698 710 1 
924 639 629 2 

 
The ratio of the original training data before 

oversampling, for example, in dataset 1 of positive, 
negative, and neutral classes is 924:147:369, while after 
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the process, possesses a ratio of 924:924:924 for each 
class. 

Most importantly, before testing the model, it is 
necessary to determine the hyperparameter in training 
the model. The technique of selecting hyperparameters 
uses the grid search method, combined with cross-
validation. Gridsearch is a scanning data method, to 
locate optimal parameters for a given model. 

Some parameters considered for use are the MNB 
model, using alpha parameters with values 10-1, 10-2, 10-

3, 10-4, and 1. The linear kernel SVM model used 
parameter C, which consists of values 10-1, 1, 101, 102, 
and 103. However, the K-NN model used the metric, n-
neighbours, and leaf size parameters. Furthermore, the 
metric parameters used consisted of, Manhattan, 
Minkowski, and Euclidean. The N-neighbour 
parameters used, consisted of, 1, 3, 5, 7, and 9, while the 
leaf size parameters used, consisted of, 1, 2, 3, and 5. 

The results further showed that, the best parameter of 
the MNB model was in the alpha data, with optimum 
value 0.1, and an accuracy of 91.94%. The SVM linear 
kernel model was then observed to be in parameter C, 
with the optimum value 10, and an accuracy of 93.89%, 
while the K-NN technique was in the leaf size 1 data, N- 
neighbour at 3, and Manhattan metric with a precise sum 
of 91.67%. The best parameter assessment of the 
GridsearchCV result, was observed from the base that 
had high average cross-validation accuracy, perfection, 
precision, recall, and f-measure. After obtaining the best 
parameters based on the results from the grid search, 
these data are to be used in the classification model 
testing phase. The overall grid search results are detailed 
in Tabel 4. 

Tabel 4. Gridsearchcv results 

 

Param 

 

Value 

Accuracy (%) 

Test Score Train Score 

 
MNB 

(Alpha) 
 

1 91,67 96.39 
0.1 91.94 97.99 

0.01 91.31 98.44 

0.001 90.90 98.66 

0.0001 90.90 98.61 

 
SVM 
(C) 

 

0.1 91.18 94.66 
1 93.68 99.37 
10 93.89 1.0 

100 93.89 1.0 
1000 93.89 1.0 

 
K-NN 

(n_neighbor) 
leaf size 1 

1 91.31  1.0 
3 91.67 1.0 
5 91.45 1.0 
7 90.20 1.0 
9 90.56 1.0 

 
By conducting various experiments with two different 
data  and 3 algorithm types, the model was put into 
operation. The test results are being observed in Table 

5-9. The UNI column is for unigram features, the UNI 
+ BI column is for the uni-bigram combination, while 
the UNI + TRI column is for the uni-trigram 
representation. 
 

Tabel 5. Experiment 1 (sampel dataset 1). 

Classification  

Models 

Parameter Accuracy (%) 

CV Score Accuracy 

MNB 77.55 77.33 
MNB+SMOTE 90.22 90.22 

K-NN 85.22 85.44 
K-NN+SMOTE 67.66 66.11 

SVM 88.44 90.22 
SVM+SMOTE 89.88 91.11 

 
The first experimental results by used proportion 

80%:20% in Tabel 5 showed that, the SVM+SMOTE 
and MNB+SMOTE models, have better performances, 
even though they do not remove stopwords, do not 
change slang vocabulary, do not handle negation, 
parameter adjustment, and select N-gram features, than 
the MNB and SVM methods. This discusses that, the 
SMOTE technique application really helped improve 
model performance. Conversely, the K-NN model had 
better performance than the K-NN+SMOTE model, 
with very low accuracy because in the K-NN+SMOTE 
technique, the use of stopwords greatly affected the 
classification process. 

 
Tabel 6. Experiment 2 (sampel dataset 1). 

Classification  

Models 

Parameter Accuracy (%) 

CV Score Accuracy 

MNB 83.81 86.68 
MNB+SMOTE 92.08 93.61 

K-NN 87.91 88.61 
K-NN+SMOTE 76.73 80.00 

SVM 93.68 95.00 
SVM+SMOTE 93.95 94.44 

 
Based on the results of the second experiment by 

used proportion 80%:20% in Tabel 6 with complete 
preprocessing, all three models had increased from the 
initial experiment. The MNB+SMOTE model is still 
better than the MNB method, with an increase of 3.3%. 
Furthermore, the SVM and SVM+SMOTE models 
have competitive accuracy, with an increase of 4-5%. 
However, the K-NN+SMOTE model experienced an 
increase in accuracy of 14%. This confirmed that 
standard preprocessing, stopwords, slang vocabulary 
conversion, and effective negation handling improves 
model performance, even though the accuracy results 
of K-NN+SMOTE are still less than K-NN. 
 
 

Tabel 7. Experiment 3 Dataset 1 (Atta Halilintar channel). 
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Classification 

Models 

 

Proport

ion 

TF-IDF Vectorizer  Acc Score (%) 

 

UNI 

 

UNI+BI 

 

UNI+TRI 

MNB 80:20 93.88 93.61 94.16 

70:30 92.22 93.88 93.14 
MNB 

SMOTE 
80:20 93.33 95.00 95.00 

70:30 91.66 94.07 94.62 
K-NN 80:20 95.27 92.50 93.05 

70:30 91.48 90.00 89.44 
K-NN 

SMOTE 
80:20 94.44 92.22 92.50 
70:30 93.14 91.11 89.81 

SVM 80:20 95.56 97.22 96.94 
70:30 94.25 93.33 93.70 

SVM 
SMOTE 

80:20 95.56 97.22 96.94 
70:30 94.25 93.33 93.70 

 
Tabel 8. Experiment 3 Dataset 2 (Baim Paula channel). 

 

Classification 

Models 

 

Proport

ion 

TF-IDF Vectorizer  Acc Score (%) 

 

UNI 

 

UNI+BI 

 

UNI+TRI 

MNB 80:20 91.94 92.22 92.50 

70:30 88.70 91.48 91.66 
MNB 

SMOTE 
80:20 91.66 93.05 93.33 

70:30 90.00 92.40 92.59 
K-NN 80:20 91.94 93.89 93.33 

70:30 92.40 90.37 89.25 
K-NN 

SMOTE 
80:20 92.22 94.16 93.89 
70:30 91.48 90.00 89.44 

SVM 80:20 96.11 95.83 95.27 
70:30 96.48 95.92 96.11 

SVM 
SMOTE 

80:20 96.11 95.83 95.27 
70:30 96.11 95.92 96.11 

 
Tabel 9. Experiment 3 Dataset 3 (Ricis Official Channel). 

 

Classification 

Models 

 

Proport

ion 

TF-IDF Vectorizer  Acc Score (%) 

 

UNI 

 

UNI+BI 

 

UNI+TRI 

MNB 80:20 92.78 92.78 92.78 

70:30 89.44 89.81 89.81 
MNB 

SMOTE 
80:20 91.38 93.05 93.89 

70:30 90.37 89.81 90.37 
K-NN 80:20 90.27 85.83 85.27 

70:30 90.18 89.25 88.14 
K-NN 

SMOTE 
80:20 90.83 88.33 88.05 
70:30 89.62 89.07 87.78 

SVM 80:20 94.44 94.55 94.72 

70:30 94.25 93.33 93.70 
SVM 

SMOTE 
80:20 95.83 96.38 94.72 
70:30 94.25 93.33 93.70 

 
The results of the third experiment in Tabels 7-9 

showed that, the average share of the data proportions 
with 80% and 20% of both training and test dataset 
respectively, produced better accuracy in the three 
models, compared to the distribution of other 
information domains. This experiment showed that, the 
larger the number of training datasets, the better the 
accuracy of the model obtained. 

Also, the addition of the parameter settings from 
Tabel 4, and the selection of the N-gram feature, 
contributed to the increased accuracy. It was observed 
that the three datasets of the MNB+SMOTE model, had 

better performances than the MNB method, with a 
combination of unigram and trigram features, where 
MNB+SMOTE in dataset 1,2,3 obtained an 
accuracy of 95%, 93,33%, and 93,89% respectively. 
While MNB in dataset 1,2,3 is only 94,16%, 92,50%, 
and 92,78%. Furthermore, the SVM and 
SVM+SMOTE models had the same accuracy of  
97,22 % and 96,11% in dataset 1 and 2, even though 
they only experienced an increase of 1-2% from the 
second experiment. However, the K-NN model has 
increased by 14-15% from the second experiment. In 
dataset 1, the K-NN and K-NN+SMOTE models have 
competitive accuracy results. However, in dataset 2 and 
3, the K-NN+SMOTE model was better than the K-NN 
model. In the three datasets, the highest average 
accuracy was observed in the N-gram, which is a 
combination of unigram-bigram and unigram-trigram. 
This showed that the combination of N-grams had more 
information than others, and is able to capture negation 
words in order to minimize errors. 

 
Tabel 10. Best model comparison with SMOTE. 

 Models  Parameter Accuracy (%) Time 

(s) 
CV  Acc P R F-M 

 
 
1 

MNB  
SMOTE 

 
92.98 

 
95.00 

 
92.67 

 
95.67 

 
94.00 

 
0.78 

K-NN  
SMOTE 

 
91.18 

 
94.44 

 
92.00 

 
93.67 

 
93.00 

 
0.75 

SVM  
SMOTE 

 
93.95 

 

97.22 

 
97.33 

 
96.33 

 
96.67 

 
3.85 

 
 
2 
 

MNB  
SMOTE 

 
89.93 

 
93.33 

 
90.67 

 
94.00 

 
91.67 

 
0.63 

K-NN 
SMOTE 

 
89.72 

 
94.16 

 
95.67 

 
92.67 

 
94.00 

 
0.77 

SVM  
SMOTE 

 
93.26 

 

96.11 

 
94.00 

 
94.00 

 
93.67 

 
2.00 

 
 
3 

MNB  
SMOTE 

 
89.72 

 
93.89 

 
90.67 

 
91.00 

 
91.00 

 
0.63 

K-NN  
SMOTE 

 
89.45 

 
90.83 

 
92.33 

 
86.67 

 
89.00 

 
0.65 

SVM  
SMOTE 

 
94.55 

 

96.38 

 
96.33 

 
91.33 

 
93.33 

 
2.78 

 
After the classification process is complete, the 

model with the SMOTE technique was better than that 
without the SMOTE technique. Therefore, the next step 
was to evaluate the performance of the model, with 
accuracy and confusion matrix parameters. Confusion 
matrix is a measure to analyze how well the 
classification model, recognizes the actual samples 
from different classes. The results with 5 different 
metrics are presented in Tabel 10. In terms of validation, 
it showed that the average result of 10-cross validation, 
was appropriate to be used as validation in this study, 
because the percentage obtained was above 80%. 
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In terms of the dataset, the three models have the best 
accuracy on data 1, compared to others, where 
MNB+SMOTE produced accuracy, precision, recall, 
and f-measure of 95%, 92.67%, 95.67%, and 94%, 
respectively. Furthermore, K-NN+SMOTE produced 
accuracy, precision, recall, and f-measure of 94.44%, 
92%, 93.67%, and 93%, respectively. However, 
SVM+SMOTE produced accuracy, precision, recall, 
and f-measure of 97.22%, 97.33%, 96.33%, and 96.67%, 
respectively. In terms of accuracy, the SVM+SMOTE 
model was better than the other models in datasets 1, 2, 
3 at 97.22%, 96.11%, and 96.38%, respectively. 
Meanwhile, in terms of processing time, although the 
SVM+SMOTE accuracy is superior, the resulting 
computation period is longer than the other models. 

 
Tabel 11.Confusion matrix of the final best model. 

 

Datasets 

 

Actual 

Prediction Class SVM+SMOTE 

Negative Neutral Positive 
 

1 
Negative 38 0 1 
Neutral 0 81 6 
Positive 1 2 231 

 
2 

Negative 21 3 0 
Neutral 1 150 6 
Positive 2 2 175 

 
3 

Negative 25 3 4 
Neutral 1 147 2 
Positive 0 3 175 

 
 Furthermore, the final best model results were 
obtained from the SVM+SMOTE technique, in the 
entire dataset. Based on Tabel 11, the result of confusion 
matrix from the negative class was 38 times, with only 
one predicted error as positive. From the neutral class 
side, only 81 times are correctly classified, with a 
predictive error of 6 as positive. Meanwhile, from the 
positive class side, only 231 times are classified as true 
positive, 1 is predicted as a negative, and the other 3 are 
forecasted as neutral sections. 
 The overall visualization of the best model 
classification results, was displayed through the website 
application made by the researcher in Figures 3-5. 
 

Figure 3. Visualization results of the Atta Halilintar channel. 

Figure 4. Visualization results of the Baim Paula channel. 

Figure 5. Visualization results of the Ricis Official channel. 

Based on the results of the chart, word cloud 
visualization and TF-IDF weighting in Figures 3-5, the 
video content on dataset 1 of Atta Halilintar channel 
still had shortcomings, based on the negative comments 
received, namely, ‘Not educated’, ‘UncomforTabel’, 
‘Lazy’, ‘Disrespectful’, and ‘Unclear’. Meanwhile, the 
advantages of Atta Halilintar’s content, based on 
positive comments are ‘Fun’, ‘Entertaining’, ‘Not 
bored’, ‘Inspiring’, ‘Cool’, and ‘Marvelous’. The 
percentage of sentiment from the predicted results 
obtained on dataset 1 is positive by 63.3%, negative by 
11,1%, and neutral by 25.6%. 

In dataset 2, the video content of Baim Paula channel 
also had disadvantages, based on negative comments 
received, namely, ‘Spam’, ‘Drama’, ‘Lazy’, ‘Weird’, 
‘Showing off’, and ‘Stupid’. However, the advantages 
of Baim Paula content, based on positive comments are 
‘Salute’, ‘Happy’, ‘Noble’, ‘Pleased’, ‘Marvelous’, and 
‘Emotional’. The percentage of sentiment from the 
predicted results obtained on dataset 2 is positive by 
50.3%, negative by 6.7%, and neutral by 43.1%. 

Furthermore, in dataset 3, video content of Ricis 
Official channel had disadvantages, based on negative 
comments received, namely, ‘Unclear’, ‘Dislike’, ‘Not 
long enough’, ‘Annoying’, and ‘Weird’. Moreover, the 
advantages of Ricis Official content, based on positive 
comments were ‘Pleased’, ‘Happy’, ‘Trendy’, ‘Good’, 
‘Marvelous’, ‘Cool’, and ‘Successful’. The percentage 
of sentiment from the predicted results obtained on 
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dataset 3 is positive by 50.3%, negative by 7.2%, and 
neutral by 42.5%. 

 
5.2 Topic Modeling 

To implement topic modeling with LDA, it utilizes 
the library provided by python, namely, gensim. The 
process requires a document matrix and the number of 
topics, wanted by the algorithm. The first step is to 
combine the text list into one large part, in the form of 
pandas dataframe, for data cleaning. Furthermore, the 
corpus is converted into a term-matrix document using 
the BoW algorithm, which is shown in Figure 6. 

 

Figure 6. Result of term-matrix document. 

After obtaining a term-matrix document, the next 
step is to place it into the new gensim format. Also, the 
gensim requires id2word, which is a dictionary of all 
terms, and their respective locations, in the term-matrix 
document. After obtaining the corpus and id2word, 
topic modeling is carried out, using LDA with the 
number of topics is 2, number of words is 10, and 60 
passes value. The value of each parameter is adjusted to 
the dataset which results in a good, reasonable 
distribution of topics, and more human interpreTabel. 
To obtain similarities in topics, all corpus are processed 
in zipped function to map the same index with more than 
one itterable, which is shown in Figure 7. 

Figure 7. Result of code program. 
 

The results of LDA modeling on each dataset, with 
coherence values is shown in Tabel 12 and Figures 8-9. 

Tabel 12. Results of topic modeling. 

 Topic Channel 
0 0.021*"laugh"+0.017*"wait "+ 

0.016*"good"+0.012*"funny"+  
0.012*"like"+ 0.010*"cool"+ 
0.010*"movie"+0.008*"video"+ 
0.008*"content"+0.007*"broadcast" 

Ricis Official 
(Dataset 3) 

1 0.026*"success"+0.019*"sustenance"+ 
0.018*"bismilah"+0.013*"family"+ 
0.013*"giveaway"+0.013*"good"+ 
0.011*"content"+0.011*"marvelous"+ 
0.011*"cool"+0.010*"motorbike" 

Atta Halilintar 
(Datasset 1) and 
Baim Paula (Dataset 
2) 

 
 
 
 

 

 

 

Figure 8. The visualization results of topic modeling for topic 0. 

 

 

 

 

 

 

Figure 9. The visualization results of topic modeling for topic 1. 

After the model is done, it is continued by evaluatin
g the model using perplexity and coherence score. The
 perplexity result of the modeling topic obtained is -7.
166900721475966 and the u_mass coherence score of
 -0.039479497367376465. 

Based on the results of the topic modeling in Tabel 
12, the Latent Dirichlet Allocation (LDA) method 
obtained similarities in topics related to content 
presentation, between the three YouTube channels, in 
this study. The Atta Halilintar channel (dataset 1) and 
the Baim Paula channel (dataset 2), have similar topics, 
namely, Topic 1. Results of  the distribution topics on 
Topic 1 explains that, the Atta and Baim channels 
present content with a theme of family, sheer 
sustenance, and giveaways, in the form of motorbikes. 
Furthermore, results of the distribution topic on Topic 
0 for the Ricis Official channel (dataset3) had different 
topics from the Atta and Baim accounts. The Ricis 
channel presents content with funny themes, triggers 
laughter, and episode movies. 

6. Conclusion 

Based on the analysis and testing results by various 
experiments, it is concluded that in the text 
classification with an imbalanced dataset, the use of 
SMOTE technique is quite effective in improving the 
performance of the MNB and SVM models, even 
without complete preprocessing. However, for the K-
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NN model, the SMOTE technique does not work well, 
without complete preprocessing. 

To obtain good classification results does not only 
depend on what classification algorithm is used, but also 
what steps has been applied. The use of the complete 
preprocessing, parameter setting, and selection of N-
gram's advanced features, also contributed to improving 
the performance of the three models. The selection of 
features in the three models of the datasets, showed that 
the best classification performance was obtained at N-
gram, which is a combination of unigram-bigram and 
unigram-trigram. 

The classification model that produced the best 
performance, was obtained from a model with the 
SMOTE technique. Based on the accuracy value, 
SVM+SMOTE was superior to other models on datasets 
1, 2, and 3, at 97.22%, 96.11%, and 96.38%, 
respectively. Furthermore, it was followed by 
MNB+SMOTE on dataset 1, 2, 3, at 95%, 93.33%, 
93.89%, respectively, and K-NN+SMOTE on 
information 1, 2, 3, at 94.44%, 94.16%, 90.83%, 
sequentially. 

However, for the topic modeling results, the Latent 
Dirichlet Allocation (LDA) method was confirmed to 
have the ability to obtain similarities in topics from the 
content presentation, between the three YouTube 
channels in this study. The results further showed that, 
the Atta Halilintar (dataset 1) and Baim Paula (dataset 
2) channels have similar topics. This topic modeling 
prevents plagiarism towards content presentation. 

Thus from this research can be used as an example of 
a reflective model to improve future learning in the field 
of sentiment analysis and topic modeling. For further 
development in sentiment analysis, it was suggested that, 
can test more data, a lexicon-based automatic data 
labeling process should be carried out and try various 
experiments by using other methods, such as deep 
learning for classification. Meanwhile for further 
development in topic modeling can be done with 
different data and methods. 
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Kertas kerja ini merupakan material kelengkapan artikel jurnal yang telah di 

lampirkan sebelumnya dengan judul “Topic Discovery and Classification 

Comparison on the Comments of Indonesian Entertainment YouTube Channel 

Videos Using SMOTE, N-gram, and LDA Approaches”. Kertas kerja ini berisi 

keseluruhan material hasil penelitan Tugas Akhir yang tidak dimuat atau disertakan 

di dalam artikel jurnal. Di dalam kertas kerja ini menjelaskan penelitian secara rinci 

dan jelas mulai dari literatur review, dataset yang digunakan, metodologi atau 

tahapan eksperimen, source code, dan hasil pengolahan serta eksperimen secara 

keseluruhan akan lebih jelas di lampirkan. Di dalam kertas kerja disajikan: 

 

 Bagian 1: Literatur Review 

Membahas mengenai literatur review yang berisi artikel jurnal dari penelitian 

sebelumnya dan teori yang menjadi dasar atau landasan dalam penelitian ini. 

 Bagian 2: Dataset 

Membahas mengenai dataset yang digunakan dalam penelitian ini, meliputi: cara 

perolehan data, sumber data, kriteria pelabelan data, sampel dari dataset, dan 

Npenyesuaian data akhir yang siap untuk diolah. 

 Bagian 3: Tahapan Penelitian 

Menjelaskan mengenai tahapan penelitian yang disajikan dalam bentuk alur 

diagram dengan penjelasan dari setiap tahapan dan skenario eksperimen yang 

dilakukan. 

 Bagian 4: Source Code 

 Bagian 5: Hasil semua eksperimen 

Menjelaskan hasil keseluruhan dari eksperimen yang telah dilakukan dengan 

penjelasan yang lebih lengkap. 

 Bagian 6: Kesimpulan dan Saran 
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