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Ida Nurhaida 
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Abstract—The purposes of this paper are to analyze the sentiment of the tweets from 
Twitter about MRT Jakarta after two years of serving the people of Jakarta, extract meaningful 
information from the negative tweets for suggestions to the management of MRT Jakarta, and 
compare the performance of the Naïve Bayes Classifier and Support Vector Machine (SVM) in 
classifying the sentiment in this study. The Mass Rapid Transit (MRT) Jakarta is a train-based 
public transportation mode in Jakarta that provides the people with the effectiveness of breaking 
through traffic. As a public transportation mode, evaluation of the services provided is needed 
to improve the quality of service that MRT Jakarta offers. To overcome this problem, it is 
necessary to analyze the people’s opinions about the MRT Jakarta using the sentiment analysis 
approach. The methods applied in this study are Naïve Bayes Classifier and SVM. This study 
shows that the proposed method with SVM has better performance than the Naïve Bayes 
Classifier in classifying the sentiment of the tweets with 90% accuracy on average. However, 
Naïve Bayes Classifier is faster than SVM in execution times needed to classify the sentiment 
with 5 seconds on average. From data visualization using word cloud and text association 
information was obtained, MRT Jakarta should improve their services to the people of Jakarta 
in terms of power resources, employees, payment process, the procedure to use the service, and 
the MRT Jakarta application. 

Keywords—Sentiment Analysis, Text Mining, MRT Jakarta, Naïve Bayes Classifier, Support 
Vector Machine 

1 Introduction 

MRT (Mass Rapid Transit) Jakarta is a train-based public transportation mode 
in Jakarta, Indonesia, with many advantages. The main benefits of MRT Jakarta are 
the speed and effectiveness of breaking through traffic. A person can travel from 
the south of Jakarta to the center of Jakarta for less than 1 hour. Compared to other 
transportation in Jakarta for covering the same distance, it can take more than 1 
hour from the south to the center of Jakarta [1]. MRT Jakarta, also known as Moda 

Raya Terpadu Jakarta, has a long story to be established. The construction process 
was started on October 10th, 2014, then it was completed and inaugurated on March 
24th, 2019. Now, MRT Jakarta has been serving the people of Jakarta for two years. 
Therefore, it is necessary to know the people’s opinions about MRT Jakarta and 
then extract meaningful information from the negative sentiment that could be 
suggestions for evaluation in the future for MRT Jakarta itself. 

https://lib.mercubuana.ac.id
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Sentiment analysis is a technique for measuring and analyzing the sentiment of 
opinion from a group of people on a particular topic. Implementing the sentiment 
analysis study with the machine-learning-based method needs labeled data to train 
the model [2]. Using the sentiment analysis approach will assist the MRT Jakarta 
management in evaluating the performance of their service to the people of Jakarta 
and improving their service so the MRT Jakarta will be better after two years of 
serving the people of Jakarta. This study has two main objectives; first, to give 
suggestions to the management of MRT Jakarta for evaluation purposes to improve 
their service to the people of Jakarta. Second, to find out which method or algorithm 
between Naïve Bayes Classifier and Support Vector Machine (SVM) has a better 
performance in handling this case study to become a reference for future research. 

This paper is organized as follows; section two summarizes the related works. 
Section three explains the proposed method for data collection, labeling, pre-
processing, visualization, negation handling, oversampling, TF-IDF vectorizer, 
Naïve Bayes Classifier, Support Vector Machine (SVM), and 10-Fold Cross-
Validation. Section four shows the analysis and discussion of the results. Moreover, 
the last section is the conclusion of this study. 

2 Related Work 

Twitter is one social media widely used by the public to express their opinions 
regarding a particular topic [2]. That is why Twitter is a rich data source for opinion 
mining and sentiment analysis. It can happen because many people use their phones 
every day, providing a large amount of data [3]. Through user-generated content 
from social media, opinion mining and sentiment analysis become critical to 
investigate the provided service to identify feedback towards a particular topic [4]. 
One of the example applications of this opinion mining and sentiment analysis is 
the detection of sentiment from public opinions about public transportation. For 
public transportation, the data coming from Twitter has been used to evaluate public 
transportation services provided. This activity has previously been carried out to 
see responses and opinions public on Indian Railway Express [2], Public 
Transportation Integrated in Jakarta [5], and Indonesian Online Transportation such 
as Gojek and Grab [6], [7], [8]. 

Rachman et al. (2020) [5] researched transportation integrated called Jak Lingko 
in Jakarta, Indonesia; the results showed that the public mentioned positive 
sentiment about MRT Jakarta. Fiarni et al. (2018) [6] researched Indonesian online 
transportation services review; the result showed that the proposed system with 
Naïve Bayes Algorithm could classify user opinion with 90% precision and 70% 
recall. Then based on research about sentiment analysis on the release of the iPhone 
using Support Vector Machine conducted by Bourequat and Mourad (2021) [9], the 
result showed that the classification with the SVM method produces 89.21% 
accuracy, 92.43% precision, 95.53% recall and 93.95% F1 score. 

Extracting information from tweets to find meaningful information (insight) 
using word cloud and text association has previously been carried out. Aswani et 
al. (2018) [10] used social media analytics to derive insights from Twitter by finding 
the most popular words used in the discussions in the tweets using word cloud and 
choosing the most popular words related to Search Engine Marketing (SEM). Then 
they used an adjacency matrix to find associations between the related words and 

https://lib.mercubuana.ac.id
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hashtags. Their research said that it is evident from the word/hashtag analysis that 
popular terms include several advisory words and suggest best practices for 
implementation. Ragini et al. (2018) [11] used word cloud to extract the needed 
information. Using word cloud, they found that it is evident that words available in 
the tweets categorized with the lexicon do not contribute much to identifying the 
polarity of the disaster-related tweets. Putri and Muhajir. (2021) [12] used word 
cloud and word association to extract meaningful tweets. Using word cloud, they 
found some words that were most frequently discussed, and they analyzed the result 
of word association then described the meaningful information obtained. 

3 Proposed Method 

This section explains in detail the methodology carried out in this study. This 
study began with collecting opinions data from Twitter and labeling the data. Then 
the data were cleaned through data preprocessing. Further, Naïve Bayes Classifier 
and Support Vector Machine (SVM) were implemented for classifying the 
sentiment. Finally, the algorithms were tested to see the accuracy level of the 
algorithms. After that, there were also data visualization stages of finding out 
insight from the data that can be suggestions for the management of MRT Jakarta. 
The proposed method can be seen in Figure 1. 

 
Fig. 1. The proposed method 

3.1 Data Collection 

Opinions from Twitter were collected by using Python programming language 
with help from Twitter API. For tweets data collection, API key, API key secret, 
access token, and access token secret of Twitter application are needed. To get those 
needs, we need to login into a Twitter account on twitter.com and create a Twitter 
app on developer.twitter.com. After that, the Twitter application serves the needs 
[13]. The Twitter API directly communicates with the Source and Sink. The 
authentication keys and tokens are established to help communicate over the 
Twitter server. The source is a Twitter account, and the sink is HDFS (Hadoop 
Distributed File System), where all the tweets are stored [14]. In crawling the data 
from Twitter, a Python library called Tweepy was used. Tweepy is an open-source 
python library that provides an easy and convenient way to access Twitter API 
using Python programming language. It provides classes and methods that represent 
Twitter’s models and API endpoints. For filtering the tweets data, this study used 

https://lib.mercubuana.ac.id
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keywords there are “mrt jakarta,” “#mrtjakarta,” and “@mrtjakarta.” The tweets 
data used in this study is only the tweets text from Twitter then added with id and 
sentiment in the labeling process. 

The dataset used is public opinions on MRT Jakarta after celebrating its two-
year birthday (March, 24th 2021) in Indonesian. The Data Collection process was 
started from May 2021 until September 2021. As a result of the Data Collection, 
there were 2620 records initially before the duplicate records, and some useless or 
unrelated tweets were removed. After the same records and useless or irrelevant 
tweets are removed, the total of the data has become 1611 records. Examples of the 
dataset used are shown in Table 1. 

3.2 Data Labeling 

Data labeling is the process of preparing tagged or labeled data sets for the 
model. The models learn to recognize repetitive patterns in labeled data. After 
enough labeled data is processed, the models can identify the same patterns in data 
that have not been labeled. In this study, the data is being labeled with three types: 
Positive, Neutral, and Negative manually by the writer. The writer labeled the data 
by looking up each word in every sentence to find out the exact meaning of the 
sentences and then decided what the sentiment for it is, positive, Neutral, or 
Negative. 

Table 1.  Data Collection Sample 

id tweet sentiment 

1 

@FaisalBasri bukannya semua investor begitu 
ya? bapak Pernah cek proyek MRT jakarta yang 
dibiayai jepang, semua pengadaan barang nya 
99% harus dari jepang??? bahkan made in europe 
pun harus beli dari agen di jepang 

Negative 

2 @kiovta if we date, gw ajak lo naik mrt dan 
keliling jakarta sampe malem Positive 

3 
dah lama buangett ga main ke pusat Jakarta, ada 
mungkin sekitar 3thn. Hari ini ke bund HI 
sekitarnya pun jadi coba naik MRT 

Positive 

4 Ahirnya naik MRT di Jakarta juga Neutral 
5 Hari gini mrt isinya anak gaul jakarta doang Negative 

6 

@dendy_wahyudi Hai, Kak. MRT Jakarta 
beroperasi pukul 06.00-21.00 WIB (hari libur) 
dan untuk kedatangan ratangga selang waktu 10 
menit pada hari libur. Kami sarankan untuk tiba 
30 menit lebih awal dari jam keberangkatan ya 
Kak. Terima kasih. 

Neutral 

7 
Harga Tiket MRT Jakarta Terbaru Dari Tiap 
Stasiun - https://t.co/V5oWSKTubO 
https://t.co/FWiCSRFBWq' 

Neutral 

https://lib.mercubuana.ac.id
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3.3 Data Preprocessing 

The data coming out from Twitter contains various unnecessary contents such 
as URLs, emoticons, special symbols, usernames, hashtags, additional whitespace, 
etc. These should be removed before processing it so that the sentiments generated 
are accurate [14]. In this study, the data preprocessing stage is divided into two 
because some tasks are unnecessary for Data Visualization. In the first data 
preprocessing there were some tasks were carried out. The result of this first data 
preprocessing is for Data Visualization. Those tasks are as follows: 

1. Data Transformation: Transformed the label to become numerical, Positive (1), Neutral (0), and 
Negative (-1). 

2. Data Cleansing: Removal of non-sentiment contents such as URLs, emoticons, special symbols, 
usernames, hashtags, additional whitespace, number, etc. 

3. Case Folding: Conversion of text into lowercase. 
4. Text Normalization: Handling the contraction words in the Indonesian Language. For example, 

“udh” and “sdh” are have the same meaning, then those are changed into “sudah,” so later in the 
TF-IDF vectorizer process, it is treated as the same word. 

5. Tokenization: Breaks down a set of characters in a text into word units (token), distinguishing 
certain characters that can be treated as word separators or not. For example, whitespace 
characters are considered word separators, such as enter, tabulation, and space. 

6. Single Character Removal: Removing all the single characters in the data because it has no 
meaning and is useless. 

After the first data preprocessing was finished, the tweet’s text was merged back 
into a sentence. Then, the first data preprocessing results were saved into a CSV 
file again. For the classification purpose, the second data preprocessing stage are 
needed. There are several tasks were performed as follows: 

7. Tokenization: The tweet’s text should be in token form to perform the stopword removal and 
stemming tasks. So, this process is breaking down a set of characters in a text into word units 
(token). 

8. Stopword Removal: The example of stopwords in the Indonesian Language are “yang,” “yaitu,” 
“wah,” “nah,” “ada,” etc. Those stopwords have no meaning and are useless for sentiment 
analysis, so they should be removed. 

9. Stemming: Removes the suffix from a word and reduces it to its root word. For example, in the 
Indonesian Language, “mendorong” is a word, and its suffix is “men-” if we remove “men-” from 
“mendorong,” then we will get a base word or root word which is “dorong.” 

3.4 Data Visualization 

In this study, a word cloud was used to visualize tweets’ most frequently used 
words. The font size indicates the frequency of results; the more significant the font 
size is, the more frequently a word is used [15]. And then, the Text Association was 
used to identify and analyze the word patterns associated with other words to obtain 
important information from the negative tweets. Data Visualization aims to extract 
information in the form of topics that are most often discussed. Information that can 
be considered essential and associations between words that appear simultaneously 
can strengthen information search [16].  

https://lib.mercubuana.ac.id
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3.5 Negation Handling 

Negation words are able to change the polarity of the text. It is not only used to 
express the denial or inverse of the sentences but also in conjunction with the yes 
or no questions [17]. Negation words in the Indonesian Language are tidak, tanpa, 

tak, belum, and kurang. This study found that 293 negation words exist in the 
dataset. Those are tagged with “not_” to handle misclassification in predictions of 
the algorithms. 

3.6 Oversampling 

The imbalanced dataset is one of the real-world classification challenges using 
machine learning. An imbalanced dataset can reduce classification accuracy and 
errors in diagnosis [18]. Getting the best accuracy depends not only on the algorithm 
used; the character factor dataset used has considerable influence. Improving 
accuracy can be done if the dataset has a balanced class composition [19]. For 
handling the imbalanced dataset, there is a technique called oversampling. 
Oversampling is a technique to enlarge samples in minority classes until they are a 
majority class. The increasing sampling is done by replication the instance of a 
minority class or adding new instances by a random subset of the minority class 
[18]. 

In this study, oversampling was implemented by upsampling or replicating the 
minority classes in the data using resample function from the sklearn utils library 
in Python. The dataset has 18.62% negative sentiments, 33.95% positive 
sentiments, and 47.42% neutral sentiments, as shown in Figure 2.  After the 
oversampling process, the data becomes balanced, so all the classes have 33.33% 
represented records in the dataset, as shown in Figure 3. 

 

 
Fig. 2. The dataset before oversampling was performed 

 
Fig. 3. The dataset after oversampling was performed 

https://lib.mercubuana.ac.id
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3.7 TF-IDF Vectorizer 

This study used TF-IDF Vectorizer for feature extraction. Feature extraction is 
essential in text categorization, such as sentiment analysis [20]. The Term 
Frequency – Inverse Document Frequency (TF-IDF) is a word weighting process 
where the word will be extracted into the form of feature vectors [21]. This feature 
extraction process is aimed to find out how important a term is in representing a 
sentence [22]. This study used TF-IDF Vectorizer from sklearn feature extraction 
library with n-gram tuple (1,3), which means using unigram, bigram, and trigram. 

3.8 Naïve Bayes Classifier 

Naïve Bayes Classifier is a supervised classification algorithm that uses 
probability and opportunity approaches. It calculates future probability predictions 
from data that has been given in the training stage [23]. This algorithm calculates 
the probability of data belonging to which category using the Bayesian theorem 
with strong (naive) independence assumptions between the features in machine 
learning [24], [25], as we can see in Equation 1. Naïve Bayes Classifier has been 
studied broadly since the 1950s and remains a standard method for text 
categorization [25]. Naïve Bayes can also analyze the variables that most influence 
in the form of probabilities [26]. This study implemented Gaussian Naïve Bayes 
Classifier and Multinomial Naïve Bayes Classifier to classify the sentiment about 
MRT Jakarta.  
 

 𝑃(𝐻𝑗|𝑥) =
𝑃(𝑥|𝐻𝑗)𝑃(𝐻𝑗)

𝑃(𝑥)
 (1) 

where: 
𝑃(𝐻𝑗|𝑥) = states the probability arises Hj if known x 

𝑃(𝑥|𝐻𝑗) = The likelihood function of Hj to x 

𝑃(𝐻𝑗) = Prior probability 

𝑃(𝑥) = The evidence 

3.9 Support Vector Machine (SVM) 

Support Vector Machine or SVM is a supervised classification algorithm with a 
statistical classification approach to maximize the margin between the instances and 
the separation hyperplane [27]. This algorithm was developed in the 1990s based 
on the theoretical considerations of Vladimir Vapnik on the development of a 
statistical theory of learning which is Vapnik-Chervonenkis theory [28]. 

SVM has a high degree of accuracy in terms of text classification [28]. It uses a 
separating hyperplane or a decision plane to demarcate decision boundaries among 
a set of data points classified with different labels. This algorithm finds the 
hyperplane, which gives the training examples the largest minimum distance 
(margin) [29]. In this study, we implemented several types of Support Vector 
Machines. SVM Linear Kernel, SVM RBF Kernel, SVM Polynomial Kernel, and 
SVM Sigmoid Kernel. 

https://lib.mercubuana.ac.id
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3.10 10-Fold Cross-Validation 

Evaluation is needed to analyze and measure the accuracy of the results obtained 
by using 10-Fold Cross-Validation. Cross-Validation is statistical; it can better 
select a model to predict predictive model test errors [30]. There are two 
subprocesses in the 10-Fold Cross-Validation, one for training the model and one 
for testing the model. The dataset is randomly divided into ten subsets because we 
used ten as the K. The process is repeated or iterated ten times. Ten subsets are used 
once as the testing data and the rest as the training data [31]. The illustration of how 
10-Fold Cross-Validation works can be seen in Figure 4. 

 
Fig. 4. 10-Fold Cross-Validation 

4 Result Analysis and Discussion 

The training and testing data we used in this study were crawled from Twitter 
with 1611 instances labeled as 764 neutral sentiments, 547 positive sentiments, and 
300 negative sentiments, as shown in Figure 5. However, after the oversampling 
were performed to the minority classes, the data have 2292 instances, with all the 
classes having 764 instances as the representative, as shown in Figure 6.  
 

 
Fig. 5. The original Data 

https://lib.mercubuana.ac.id
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Fig. 6. The Data after oversampling stage 

In our proposed method, we compare two algorithms there were Naïve Bayes 
Classifier and Support Vector Machine with 10-Fold Cross-Validation for 
validating the classification results from both algorithms. The results obtained are 
shown in Table 2. 

Table 2.  Performance of the Algorithms with 10-Fold Cross-Validation 

Algorithm Accuracy Execution 
Times 

Gaussian Naïve Bayes (GNB) 84.51% 8.59 Seconds 
Multinomial Naïve Bayes (MNB) 85.99% 2.64 Seconds 
SVM Linear Kernel 90.57% 9.62 Minutes 
SVM RBF Kernel 91.45% 10.82 Minutes 
SVM Polynomial Kernel 90.44% 10.11 Minutes 
SVM Sigmoid Kernel 88.91% 8.75 Minutes 

 
From Table 2, in terms of the accuracy of the algorithms, we can see that SVM 

has better performance in classifying the sentiments of the tweets. It has a 90% 
accuracy average from 4 types of SVM Kernel were performed. SVM RBF Kernel 
has the highest accuracy among the other algorithms and types. It is because SVM 
can linearly separate classes by a large hyperplane. It became one of the most 
powerful classifiers for handling infinite-dimensional feature vectors like text 
classification, as stated in [26], [27]. However, in terms of the execution times 
needed, Naïve Bayes Classifier is faster than the SVM. Naïve Bayes only needs 5 
seconds on average for classifying the sentiments, while the SVM needs 10 minutes 
on average for it. Multinomial Naïve Bayes has the fastest execution times among 
the other algorithms and their types. It is because Naïve Bayes Classifier is just a 
simple probability-based prediction technique based on the application of Bayes 
Theorem to assume strong independence. Hence, the way that Naïve Bayes works 
is more straightforward than SVM, as stated in [24], [25]. 

https://lib.mercubuana.ac.id
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Fig. 7. Most Used Words in Negative Sentiment 

 

 
Fig. 8. Text Association in Negative Sentiment 

From the Data Visualization using word cloud, as we can see in Figure 7 and 
text association as we can see in Figure 8, some information from negative 
sentiments that could be suggestions for the management of MRT Jakarta were 
obtained. First, about the word “kendala,” which means issue or trouble, there were 
many MRT Jakarta users who complained about the incident of a power outage 
which caused the entire MRT Jakarta fleet to stop suddenly on the top lane (flyover) 
and in the tunnel lane with the passengers in it and also caused all the escalator in 
the station cannot be used. Moreover, there is an issue with scanning a barcode in 
the gate for the passenger. Second, about the word “petugas,” which means the 
employee of MRT Jakarta, some people talked about the employee of MRT Jakarta 
that did not care about some people who did not apply the health protocol in a 
station. And then some people complained about the employee who cannot give 
some information needed for the passengers, such as the train schedule and 
directions. Third, about the word “error,” some people said they have a problem 
paying in gate by using the card and linkaja application. Last, about the word 
“aplikasi,” which means application, people complained that the MRT Jakarta 
application did not provide them with the schedule of MRT Jakarta. Moreover, 
some people said they get an error when using the MRT Jakarta application. After 
that, some people could not install the pedulilindungi application to fulfill the 
requirement to use MRT Jakarta. 

https://lib.mercubuana.ac.id
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5 Conclusion 

Based on the study results, it was concluded that the Support Vector Machine 
(SVM) algorithm has better performance than the Naïve Bayes Classifier in 
classifying the sentiments of the tweets. The Support Vector Machine (SVM) got a 
90% accuracy average from 4 types of SVM kernels were performed. SVM RBF 
Kernel has the highest accuracy among the other algorithms and their types. SVM 
can linearly separate classes by a large hyperplane and become one of the most 
powerful classifiers for handling infinite-dimensional feature vectors like text 
classification. However, in terms of execution times needed, Naïve Bayes Classifier 
is faster than SVM. Naïve Bayes only needs 5 seconds on average for classifying 
the sentiments, while the SVM needs 10 minutes on average for it. Multinomial 
Naïve Bayes has the fastest execution times among the other algorithms and their 
types. Naïve Bayes Classifier is just a simple probability-based prediction technique 
based on the application of Bayes Theorem to assume strong independence, so the 
way that Naïve Bayes works is more straightforward than SVM. Based on the 
results of data visualization using word cloud and text association, there were some 
suggestions for the management of MRT Jakarta to improve their service by solving 
several issues that occurred in the result. They should improve their services to the 
people of Jakarta in terms of power resources, employees, payment process, the 
procedure to use the service, and then the MRT Jakarta Application to make more 
people change their daily transportation to use MRT Jakarta. 
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WORKING PAPER 

Summary 
 
This working paper is material for completing the journal article entitled “Sentiment 

Analysis of Public Transportation MRT Jakarta on Twitter After 2 Years Serving 

the People of Jakarta”. The working paper contains all the research materials of the 
Thesis which are not published / or included in journal articles. In this paper, the 
following sections are presented: 
 

1. Literature Review is a section that contains the results of literature studies 

that have been done related to the experiments carried out. The literature 

review was conducted on the concept of Sentiment Analysis, Natural 

Language Processing, Naïve Bayes Classifier, Support Vector Machine, 

Word Cloud, Text Association, and Imbalance Data.  

2. Analysis and Design is a section that consists of an outline and the stages 

carried out in this research. At this stage is explained that this research is 

carried out using two scenarios. First, the testing and validation for the 

classification results are using 10-Fold Cross-Validation. And then, in the 

second scenario, the data will be split using Train Test Split first and then 

Training and Testing the model for doing the classification process. 

3. Source Code is a section that consists of the code used in this research and 

the explanations. The Source Code in this study uses Python Programming 

Language and Google Colaboratory for the IDE. The Python Programming 

Language's uses in this research are for Tweets Crawling, Data 

Preprocessing, Data Visualization, Negation Handling, Oversampling, TF-

IDF Vectorizer, Implementing the Classification with Naïve Bayes 

Classifier, and Support Vector Machine (SVM). 

4. Dataset is a section that explains what data is used in this research. This 

section describes the structure of the initial dataset, the treatments 

performed to the Tweets data from Twitter about MRT Jakarta, and the 

result. 

5. Experimental Stage is a section that contains all experimental stages for 

completing this research. The stages described in this section include the 

stages of Data Collection, Data Labeling, Data Preprocessing, Data 
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Visualization, Oversampling, TF-IDF Vectorizer, Naïve Bayes Classifier, 

Support Vector Machine (SVM), and 10-Fold Cross-Validation. 

6. Results All Experiment is a section consisting of all the experimental results 

carried out.   
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