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ABSTRAK 

Nama : Mhd Avicenna W.R 
NIM : 41517010028 
Pembimbing TA  : Dr. Mujiono Sadikin, MT. CISA, CGEIT. 
Judul  : Pengaruh Penggunaan Metode Up Sampling dalam 

Memprediksi Jenis Penyakit Pasien Menggunakan 
Kombinasi Natural Language Processing, Algoritma 
Naive Bayes, XGBoost dan Support Vector Machine 

 
Rumah sakit adalah tempat penyedia pelayanan kesehatan yang sangat penting. 
Untuk memastikan pelayanan yang diberikan dirasa maksimal, menerapkan 
teknologi yang dapat membantu pelayanan ini sangat dibutuhkan. Teknologi yang 
dapat digunakan seperti pengolahan data-data kegiatan rumah sakit secara 
maksimal, dikarenakan masih sedikit rumah sakit yang memanfaatkan data-data 
yang mereka miliki selain dijadikan histori kegiatan maka dibutuhkan pengelolaan 
data yang lebih lanjut. Data-data kegiatan yang dapat dimanfaatkan seperti data 
pemeriksaan pasien, data obat-obatan, data penyakit, hingga data yang 
berhubungan dengan penanganan pasien. Dalam data-data kegiatan ini bisa 
dimanfaatkan sebagai salah satu acuan tenaga medis dalam mengambil keputusan 
untuk memberikan pelayanan terbaik terlebih khusus dokter agar terhindar dari 
adanya Medical Error. Dalam penelitian ini ingin menunjukkan bahwa 
pengaplikasian Data mining dengan mengkombinasikan Natural Language 
Processing, Algoritma Naïve Bayes, XGBoost, dan Support Vector Machine 
(SVM) untuk menguji data yang akan diolah dalam klasifikasi jenis penyakit 
berdasarkan dataset yang telah ada dan juga ingin mengetahui seberapa besar 
pengaruh dari dataset yang tidak seimbang (Unbalance) dan data set yang seimbang 
(Balance). Penggunaan XGBoost dan SVM dipilih karena memiliki kemampuan 
komputasi yang baik,efisien dalam waktu pengolahan data dan Akurasi yang cukup 
tinggi .Dengan menggunakan ketiga algoritma didapatkan hasil klasifikasi jenis 
penyakit dengan akurasi rata-rata setiap algoritma sebesar 69.22% dengan 
algoritma Naïve Bayes, 92.13% dengan XGBoost dan 88.49% dengan SVM. Dalam 
penelitian ini juga diperoleh pengaruh dari dataset yang tidak seimbang dan 
seimbang dengan rata-rata keefektifan penggunaan metode Up sampling pada data 
unbalance ini sebesar 2.72%. 
 
Kata kunci: 
Data mining, Natural Language Processing, Word2Vec, Naїve Bayes, XGBoost, 
Support Vector Machine, Unbalanced 
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ABSTRACT 
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Title  : The Influence of Using Up Sampling Method in 

Predicting Patients' Disease Types using a 
Combination of Natural Language Processing, Naive 
Bayes Algorithm, XGBoost and Support Vector 
Machine 

 
The hospital is a very important place for health care providers. To ensure that the 
services provided are considered to be maximal, applying technology that can help 
these services is urgently needed. Technology that can be used is such as processing 
hospital activity data optimally, because there are still a few hospitals that use the 
data they have besides being used as activity history, further data management is 
needed. Activity data that can be utilized, such as patient examination data, drug 
data, disease data, and data related to patient handling. In this activity data can be 
used as a reference for medical personnel in making decisions to provide the best 
service, especially for doctors to avoid medical errors. In this study, we want to 
show that the application of data mining by combining Natural Language 
Processing, Naïve Bayes Algorithm, XGBoost, and Support Vector Machine 
(SVM) to test data to be processed in the classification of disease types based on 
existing datasets and also wants to know how much influence it has. from an 
unbalanced dataset (Unbalance) and a data set that is balanced (Balance). The use 
of XGBoost and SVM was chosen because they have good computational 
capabilities, are efficient in data processing time and are quite high in accuracy. By 
using the three algorithms, the classification results of the type of disease are 
obtained with an average accuracy of each algorithm of 69.22% with the Naïve 
Bayes algorithm, 92.13% with XGBoost and 88.49% with SVM. In this study also 
obtained the effect of an unbalanced and balanced dataset with an average 
effectiveness of using the Up sampling method on this unbalanced data of 2.72%. 
 
Key words: 
Data mining, Natural Language Processing, Word2Vec, Naїve Bayes, XGBoost, 
Support Vector Machine, Unbalanced 
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Abstract— The hospital is a very important place for health care 
providers. To ensure that the services provided are considered to be 
maximal, applying technology that can help these services is 
urgently needed. Technology that can be used is such as processing 
hospital activity data optimally, because there are still a few 
hospitals that use the data they have besides being used as activity 
history, further data management is needed. Activity data that can 
be utilized, such as patient examination data, drug data, disease 
data, and data related to patient handling. In this activity data can 
be used as a reference for medical personnel in making decisions to 
provide the best service, especially for doctors to avoid medical 
errors. In this study, we want to show that the application of data 
mining by combining Natural Language Processing, Naïve Bayes 
Algorithm, XGBoost, and Support Vector Machine (SVM) to test 
data to be processed in the classification of disease types based on 
existing datasets and also wants to know how much influence it has. 
from an unbalanced dataset (Unbalance) and a data set that is 
balanced (Balance). The use of XGBoost and SVM was chosen 
because they have good computational capabilities, are efficient in 
data processing time and are quite high in accuracy. By using the 
three algorithms, the classification results of the type of disease are 
obtained with an average accuracy of each algorithm of 69.22% 
with the Naïve Bayes algorithm, 92.13% with XGBoost and 88.49% 
with SVM. In this study also obtained the effect of an unbalanced 
and balanced dataset with an average effectiveness of using the Up 
sampling method on this unbalanced data of 2.72%. 

Keywords— Data mining, Natural Language Processing, 
Word2Vec, Naїve Bayes, XGBoost, Support Vector Machine, 
Unbalanced 

I. Introduction 
Hospital is an agency established to help people get health 

assistance in the form of care, consultation and other services 
related to health. This health service is vital, so it needs a 
sufficient number of medical personnel and experts to 
provide maximum health services. 

However, in some hospitals there are only a few medical 
personnel, which causes the quality of health services to 
decline. In terms of existing technology, there are still few 
hospitals that use patient-related data for further use. Hospital 

activity data has various types such as medical check up data, 
diagnosis data, disease type data, disease class, and patient 
visit history. The amount of this data can be used further to 
assist health workers in carrying out their duties. Medical 
error is a case that is caused by an incorrect decision made by 
the health worker, as such it must be avoided [1]. This 
decision making is very risky, because it can threaten the life 
of the patient if the treatment is wrong or late so we need a 
technology that can help health workers to reduce cases of 
medical error [2]. 

Data Mining is one part of the Knowledge Discovery in 
Dataset (KDD) stage. The steps in KDD include cleaning data 
(data cleaning), data integration (data integration), data 
selection, data transformation, mining process (data mining), 
evaluation of patterns that have been made (Pattern 
Evaluation) and the delivery of new required knowledge 
(Knowledge Presentation) [3], [4]. In its use, Data Mining can 
be used as a Decision Support System [5] for health workers, 
especially doctors. By using certain methods it can provide 
drug recommendations from medical record data besides this 
Decision Support System can be used as one of the quick 
steps that health professionals can take to help medical 
management of patients who have similar things, thus giving 
doctors alertness in making a decision [6], [7]. 

In the examination data, there are many elements that can 
be used in providing decision recommendations to health 
professionals such as anamnesis (Medical Abstract), 
diagnosis and the patient's disease class. This anamnesis data 
is data from the results of examinations conducted by doctors 
to patients in the form of Medical Abstracts which are 
structured text. To process Medical Abstract data, it is 
necessary to do text mining using Natural-Language 
Processing (NLP) as preprocessing [8], [9], but not only data 
from Medical Abstracts are processed using Natural-
Language Processing but text data from diagnosis and disease 
classes are also processed. So that all text data can be 
processed in data mining [10]. By using the Naïve Bayes 
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algorithm, XGBoost and the Support Vector Machine, you 
can get a classification of the type of disease suffered by a 
patient based on the doctor's examination.  

In this research, the Naïve Bayes algorithm, XGBoost, 
and Support Vector Machine combined with Natural-
Language Processing were used in data processing to obtain 
a classification of diseases suffered by patients based on the 
results of a doctor's examination. Types of disease can be 
divided into two, namely "acute" and "chronic". A disease is 
called acute if it is temporary and can be cured after receiving 
treatment, while chronic illness is a disease that affects 
patients for a long time, recurs, and requires a relatively long 
and regular treatment time, and the ability to limit a person's 
lifestyle [11] so as not to affect his health. There are two main 
stages carried out in this research, namely: 1) Preprocessing 
which includes Cleaning Data and representing Medical 
Abstracts, Diagnoses and Disease Groups in the form of 
Vector which is obtained from the Natural-Language 
Processing training data model utilizing the Word2Vec Word 
Embedding method of python gensim library [12], [13]; 2) 
Classification uses the Naïve Bayes algorithm, XGBoost and 
Support Machine Vector and tests the accuracy of each 
algorithm. The final result of this research is a classification 
of disease types that can be used as a recommendation so that 
it can increase the alertness of doctors and other medical 
personnel in making decisions to treat patients and minimize 
medical errors. 

In this research, we also wanted to know whether the 
effect of unstructured data from the Word2Vec training 
dataset affects the accuracy results, and also wanted to know 
whether the effect of unbalanced data could affect accuracy. 
So that this research consists of four main scenarios. 

II. Research Methods 
In this research, the Naïve Bayes, XGBoost, and Support 

vector machine (SVM) classification techniques are used in 
the python programming language to run the algorithm. In 
general, the research stage consists of data collection, training 
the Word2Vec model, data preprocessing, displaying medical 
abstract data into vectors of length N, training and testing the 
model using the Naïve Bayes algorithm, XGBoost algorithm, 
and the SVM algorithm. At the data collection stage, the 
dataset is obtained in the form of medical abstracts, diastolic 
blood pressure, systolic blood pressure, respiratory rate, 

Figure 1. Research Stages - first Scenario 

Figure 2. Research Stages - second Scenario 

https://lib.mercubuana.ac.id/



(Abbreviation)  Journal Name 

Vol. XXX, No. XXX, 2013 

  Universitas Mercu Buana 

 

temperature, pulse, age, gender, dizziness, diagnosis results, 
decisions, diagnosis, disease class and type of disease. 
Word2Vec is used to represent abstract text data. This 
word2vec training generates numeric vectors along N 
dimensions. At the model testing data training stage, the 
Naïve Bayes, XGBoost, and SVM algorithms were used. 

The process of representing medical abstracts into vector 
data requires the Word2Vector model to map keywords to 
vector data. However, some of the keywords in the medical 
abstracts were not found in the Word2Vec model, due to the 
inconsistency of doctors entering the medical abstracts input. 
In order to avoid missing keywords, this research was 
conducted using two methods to train the Word2Vec model. 
Figure 1 shows a diagram of the stages of research with the 
Word2Vec model training process using the Wikipedia 
corpus to process the dataset. However, if the medical 
abstract keyword is not found in the Word2Vec model, an 
update is made to the Word2Vec model by adding keywords 
to the model and then retraining the model. So the model can 
avoid inconsistencies from medical abstract input. Figure 2 
shows a diagram of the research stages with the second 
scenario. The second scenario process for the Word2Vec 
model does not only use the wikipedia corpus as the dataset, 
but uses the wikipedia corpus combined with the medical 
abstract as the data set. This way the Word2Vec model avoids 
inconsistencies in medical abstracts. The process of 
representing medical abstracts is also carried out on the 
diagnosis and class data. This data is also carried out by the 
same process so that a vector that contains diagnosis data is 
generated and a vector containing data for the sick group is 
also produced. 

In this research, the prediction target, namely the type of 
disease, has an unbalanced number of comparison data 
between "ACUTE" and "CHRONIC" with a ratio of 90.5: 
9.5. Which is why it is necessary to do a method, namely 
resampling, so that the data used produces better accuracy. 
By applying the Oversampling method to the dataset, making 
the comparison between acute and chronic becomes 50:50. 
This is also done to find out the effect of the data used which 
is not balanced with the balance. This oversampling method 
is also applied to 2 scenarios in Word2Vec, Figure 3 shows 
a balanced Wiki corpus scenario and Figure 4 shows a wiki 
corpus scenario combined with balancing medical abstract 
data. 

A. Data Collection 
The stages of data collection were carried out by making 

observations and interviews. From the results of observations 
and interviews that have been conducted, it is found that there 
is no use of doctor's examination data to serve as a Decision 
Support System in the form of a classification of disease types. 
The data held is only stored and used as patient history, so 
there is no further use. The data collected were 4,404 
examination records with details as in  Table 1. 

Table 1. Structure of the Patient Examination Dataset 
Atribut Tipe data Range Nilai 

Anamnesis Text Text 

Tenang Varchar Ordinal 

Cemas Varchar Ordinal 

rr Integer Continue 

Figure 3. Research Stages - first Scenario Balancing 

Figure 4. Research Stages - second Scenario Balancing 
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Umur Integer Continue 

Jnskelamin Varchar Ordinal 

Systol Integer Continue 

Diastol Integer Continue 

Suhu Numeric Continue 

Nadi Integer Continue 

Kndslimbung Varcar Ordinal 

Hasil Varchar Ordinal 

Keputusan Varchar Ordinal 

Diagnosa Text Text 

Golongan 

sakit 
Text Text 

Jnspenyakit Varchar Ordinal 

 

 

 

Description Table 1. 

- Anamnesis : Medical abstracts in the form of text 

descriptions from the patient during the 

examination. 

- Continuous range of values: are values of numeric 

and numeric types 

- Ordinal value range: is a scale that differentiates 

categories by level / order. 

- The range of values is Calm (Tenang), Anxious 

(Cemas), unsteady (kndslimbing), is Y and N.  

- rr (Respiratory Rate) : a record of the patient's 

respiratory rate. 

- The range of values for jnskelamin (sex) was L and 

P 

- Result (hasil) Value Range is “TR (Tidak Resiko / 

No Risk)”, “RR (Resiko Rendah / Low Risk)”, and 

“RT ( Resiko Tinggi / High Risk)” 

- Decision Value Range is S (Calm) and 0 (Uneasy) 

- Range of jnspenyakit value is “Chronic” and 

“Acute”. 
 

B. Cleaning Data 
Cleaning Data is a process that must be done before the 

data algorithm can be implemented. The process of cleaning 
data includes removing invalid data in the dataset, such as 
large numbers of empty values. Some data that has blank 
values can be tolerated and still usable. By using a method 
used to swap the blank value with the average value that is 
recognized from the variable value [14], [15]. The average 
value obtained becomes a constant that fills in the blank value 
and has no effect on the relationship between properties that 
can affect the use of the Data Mining algorithm. At this stage 
the data that is carried out cleaning includes calm, anxiety, rr 
(respiratory rate), age, sex, systol, dsyastol, temperature, 
pulse, kndslimbung, results, decisions and disease. At this 
point, 3108 data records are ready for use. 

C. Convert Text Data 
Text conversion is a way of converting text-type data into 

variable data that is understood by data mining algorithms. In 
converting text data into variable data that can be understood 
by a data mining algorithm, the Word2vec Word Embedding 
method is used. Word2Vec Word Embedding is a method for 
converting text data into variables that can be understood by 
data mining algorithm by dividing the text into groups of 
words which are then converted into vectors based on the 
label generated using probability calculations by the corpus 
model that has been made [16], [17]. Word2Vec has several 
models including Skip-Gram and Continuous Bag-Of-Word 
(CBOW). The Skip-Gram Model has a context prediction 
method of a word as input, while the CBOW (Continuous 
Bag-Of-Word) Model uses prediction with attributes that are 
nearby as a reference [17]. Visualization of the concept is 
seen in Figure 5 below[18]. 

 
Figure 5. Architecture CBOW and Skip-Gram 

 
Converting text data in this research, converting text data 

in the form of Medical Abstracts, Diagnoses and Disease 
Groups. The process of representing abstract medical data 
into vector data using the word embedding method requires a 
training data model. To create a training data model, a large 
number of Indonesian texts are required. The text obtained 
from the wikipedia corpus was 408,952 articles in Indonesian 
which were extracted using wikicorpus. Furthermore, text 
data that has been created using the Gensim Word2Vec 
library by initiating the Word2Vec function and entering all 
the text into this function. The result of the text is a model 
with a size of 25 vectors which is used to map the semantic 
proximity positions between words from an input text. 

After the training data model has been created, the next 
process is cleaning text data for Medical Abstracts, 
Diagnoses, and Diseases. This process is carried out before 
the representation process becomes vector data. The process 
of cleaning text data uses the Indonesian Natural-Language 
Processing library in python. The steps taken include 
Lemmatization, Removing number, Stopword removal and 
Post Tagger. 

Lemmatization stage is the stage used to convert words 
into basic forms in text data. Lemmatization changes words 
by considering the context of the word, so that the word does 
not just remove some characters in a word but also takes into 
account its meaning and accuracy. The next step is removing 
numbers, which aims to remove numbers from text data, 
because numbers in text data have no effect on getting the 
root word. Stopword removal is used to remove common 
words that are considered meaningless. An example of a 
stopword in Indonesian is “yang”, “dan”,”di”, “dari” and 
much more. By using the Stopword process, you can focus 
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the text data on only important words. Post Tagger is used to 
get Part-Of-Speech tags from text which is useful for 
categorizing word classes. After the text data has been 
cleaned successfully, the data is ready to be represented as 
vector data. 

Table 2. Anamnesa Vector Data Representation 

Teks V1 V2 …
. 

V25 

batuk -0.00452 0.01768 …
. 0.00079 

dahak 0.01737 0.00581 …
. -0.01433 

nafas 0.01186 0.01459 …
. -0.01567 

demam 0.00434 0.00833 …
. -0.00749 

 
 
Table 3. Diagnosis Vector Data Representation 

Teks V1 V2 …
. 

V25 

Tuberculos
is -0.08049 -0.11207 …

. -0.47349 

Vertigo -2.83492 4.25373 …
. 4.37310 

Dyspepsia -0.02305 -0.01820 …
. -0.01567 

Haemoptys
is -0.00071 -0.01652 …

. -0.00908 

 
Table 4. Golongan Sakit Vector Data Representation 

Teks V1 V2 …
. 

V25 

Tuberkolus
is 0.02735 0.12261 …

. -0.05846 

Neoplasma -0.33051 0.11408 …
. -1.14892 

Bronkitis -1.31546 -0.34373 …
. -0.20741 

Asma -0.40387 1.00817 …
. 2.21707 

 

D. Balancing Data 
Balancing Data is a process for balancing datasets that 

have more dominant values than other data [19]. This 
unbalanced data can result in the training data learning to be 
more dominant [20]. That is why resampling is carried out in 
order to produce balanced data, one of which is using the Up 
Sampling method, this method was chosen because the 
number of minority data is below 50% of the total data so this 
method makes the scenario as if the minority data has the 
same amount of data as the majority data by doing recalculate 
each value in the dataset and duplicate data that are similar to 
minorities, so that minority data can have the same number 
of datasets as the majority data. 

E. Dataset Splitting 
The process of separating the dataset is carried out to 

divide the dataset into two categories, namely testing data and 
training data. In this research, using two types of splitting 
methods, namely Random Split and K-Fold Cross Validation. 
The Random Split method is done by taking random data for 
testing and training with a certain ratio. The K-Fold Cross 
Validation method is carried out by dividing the data into K 
sections on the dataset of the same size in order to eliminate 
data habits. The training and testing process is carried out as 
many as K which has been determined [21], [22]. Figure 6 
Shows the iteration progress in the K-Fold Cross Validation 
method. 

 
Figure 6. Cross Validation K-Fold with 5K 

 
This research uses two methods that have the same 

number of comparisons for each algorithm and the 
Word2Vec training model scenario. From a total of 3108 
rows of data, it is divided into three comparisons, namely 9: 
1, 8: 2 and 7: 3. While K-fold Cross Validation uses 3 K 
values, namely 5K, 10K, and 15K. 

F. Naïve Bayes Algorithm 
The Naïve Bayes algorithm is an algorithm that uses a 

probability and statistical model invented by a British 
scientist named Thomas Bayes [23], [24]. Classification that 
is done to predict the future based on past experiences. This 
algorithm aims to predict the class based on the training data 
provided Figure 7 is a form of the Naïve Bayes general 
formula. 

The Naïve Bayes algorithm is an algorithm that uses a 
probability and statistical model invented by a British 
scientist named Thomas Bayes [23], [24]. Classification that 
is done to predict the future based on past experiences. This 
algorithm aims to predict the class based on the training data 
provided Figure 7 is a form of the Naïve Bayes general 
formula. 

 

 
Figure 7. Naïve Bayes Theorem 

 
Explanation : 
X = Data with an unknown class 
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y  = The hypothesis of class X data is a specific class 
P(y|X)= The probability of the hypothesis y based on 

 condition X 
P(y) = Hypothesis probability y 
P(X|y)= Probability of X based on the condition 
P(X) = Probability of X 
 
Implementation of the Naïve Bayes Algorithm is carried 

out on the patient examination dataset. This implementation 
is done by creating a Naïve Bayes model using training data. 
The model is used to predict testing data, then perform 
calculations in the form of predictive accuracy from the 
testing data. 

G. XGBoost 
XGBoost (Extreme Gradient Boosting) is a method in 

machine learning which is a variant of the boosting tree 
model algorithm that can perform more optimal and faster 
computations [25]. This method is a development of the 
Gradient Boosting Machine, which has the ability to perform 
parallel computations and can avoid overfitting in the dataset. 
Therefore XGBoost is often used and very popular because 
of its speed and ease of use, Figure 8 is a general formula 
XGBoost [26]. 

 
Figure 8. XGBoost Theorem 

Explanation: 
ŷi = Probabilitas hipotesis ŷi 
K = Total tree 
F = Basic Tree Model 
  
 XGBoost implementation was carried out on the 

patient examination dataset. This implementation is done by 
creating an XGBoost model using training data. The model is 
used to predict the testing data, then perform calculations in 
the form of predictive accuracy from the testing data. 

H. Support Vector Machine 
Support Vector Machine (SVM) is a method in supervised 

learning used for classification and regression. SVM is used 
to find the best Hyperplane by maximizing the distance 
between classes [27], [28]. 

In SVM there are several kernels that can be used to assist 
in classification including Linear Kernel, Radial Basis 
Function (RBF), Polynomial, and Sigmoid. [29]. The 
following is the basic formula for each kernel. 

 
Figure 9. Linear Kernel Theorem 

 
Figure 10. RBF Kernel Theorem 

 

Figure 11. Polynomial Kernel Theorem 

 
Figure 12. Sigmoid Kernel Theorem 

 
In SVM there is a parameter C, which is used to adjust the 

amount of margin that will be used and set the amount of 
penalty in the classification that can be included in the margin 
so that the accuracy of the SVM can be better. The parameter 
value C in SVM has a default of C = 1, and does not have 
special settings for the value of the C parameter itself [30]. 

The implementation of each SVM model is carried out on 
the patient examination dataset. This implementation is done 
by creating a Kernel model in SVM using training data. The 
model is used to predict the testing data, then perform 
calculations in the form of predictive accuracy from the 
testing data. 

III. RESULT AND DISCUSSION 
To get a prediction of the type of disease, in this research 

using a combination of Natural-Language Processing, Naïve 
Bayes Algorithm, XGBoost, and Support Vector machine. 
Natural-Language Processing is used in Medical Abstracts, 
Diagnoses and Illness Groups in order to represent data in 
vector form, so that unstructured data and other text data can 
be processed in data mining algorithms. The Naïve Bayes 
algorithm, XGBoost and Support Vector Machine are used to 
classify and test the accuracy of each algorithm. 

To be able to represent Medical Abstracts, Diagnosis and 
Group of sickness required Natural Language Processing 
Model. The training data model was made from a total of 
415,307 Indonesian articles from the Corpus Wikipedia 
extracted via Wikicorpus. Word2Vec modeling was carried 
out in 2 scenarios, both of these scenarios were carried out to 
overcome inconsistencies in abstract medical data input, 
diagnosis and sickness groups. The training process for the 
Word2Vec model in the first scenario only uses the wikipedia 
corpus as the trainer data, which takes 25 minutes 39 seconds 
and produces a txt file measuring 790 MB. The next stage is 
to train the txt data that has been created using the Word2vec 
generator library. The data training process takes 30 minutes 
16 seconds to produce 3 training data model files measuring 
25 vectors. 

Word2Vec's second scenario model training process does 
not only use the wikipedia corpus as the dataset. However, 
combining the corpus with medical abstracts has been done 
by simple preprocessing, namely lemmatization and 
eliminating numeric characters and symbols into the dataset. 
The extraction process of the articles produced a txt file 
measuring 790 MB in 27 minutes 51 seconds. Next, train the 
txt data file that was created using the Word2Vec generator 
library. The training data process takes 23 minutes 15 seconds 
to produce 3 training data model files measuring 25 vectors.  

The next step is to change the medical abstract data, 
diagnoses and sickness groups using previously made models 
so that the data can be represented as vector data. In this 
research, four key words were taken from medical abstract 
data, diagnosis and sickness groups. These keywords are 
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represented using two model scenarios that have been made. 
Each scenario model measures 25 proximity semantic vector 
data for input keywords. So that from one Medical Abstract 
record, 100 vector data is obtained for each scenario, as well 
as the Diagnosis and Disease Group.  

Training text data into vectors using Natural Language 
Processing processes each text data into 3 different datasets 
with 2 different scenarios resulting in 6 datasets. The time 
needed to process medical abstract data scenario 1 is 3 hours 
11 minutes 11 seconds, medical abstract scenario 2 is 1 hour 
20 minutes 4 seconds, scenario 1 diagnostic data is 2 hours 
15 minutes 55 seconds, diagnosis scenario 2 is 1 hour 39 
minutes 57 seconds, the data for the sick group in scenario 1 
is 1 hour 23 minutes 33 seconds, and for the sick group in 
scenario 2 is 1 hour 43 minutes 26 seconds. The purpose of 
dividing the dataset is to reduce the time to process all text 
data in a set which takes longer. The following is a 
representation of the vector form of Medical Abstract, 
Diagnosis and Disease Group. 

A. Implementasi Algorithm 
In implementing the algorithm in this research using the 

Naïve Bayes Algorithm, XGBoost and Support Vector 
Machine with two scenarios of the Natural language 
Processing model for each algorithm and using two different 
types of datasets, namely the imbalance dataset and the 
sampled dataset so that they are balanced. Naïve Bayes is the 
simplest form of Bayesian network, where all attributes do 
not depend on the value of the class variable. Naïve Bayes' 
advantage is an effective and efficient machine learning 
algorithm. XGBoost is a tree method which is similar to a 
gradient booster but with the advantages of faster and more 
accurate computing. Support Vector Machine is a method 
that uses a hyperplane to group data based on its distance to 
the existing hyperplane. In the Support Vector Machine, there 
are several elements such as parameters and kernels that 
affect the results of the SVM. 

B. Research Result 
At the stage of implementing this algorithm, it is carried 

out in a predetermined scenario and the results can be seen in 
Table 8 and Table 9. The dataset used is based on the 
previously processed NLP and the Combined Dataset is a 
form of combining all NLP results in satu dataset. 

C. Comparison of Research Results 
In the previous research, it was only limited to the medical 

abstract dataset, so the desired results might not be optimal 
and could still be developed again.
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Table 8. Total Random Split Test Results on the Dataset 

Dataset Skenario 
Random Split Test AVG Total (%) 
Naïve 
Bayes XGBoost SVM-

Linear 
SVM-
RBF 

SVM-
Polynomial SVM-Sigmoid 

Abstrak 
Medis 

Skenario 1 71 84.84 89.33 91 86.67 88 
Skenario 1 
Upsample 69 69 75 97.33 92 49.67 

Skenario 2 68.33 85.35 88.33 91 91 87.67 
Skenario 2 
Upsampel 68.33 94.13 75 97.33 93 54.33 

Diagnosis  

Skenario 1 50 84.76 95 91 91 89.33 
Skenario 1 
Upsample 67.67 98.01 96.67 97.33 97.33 74 

Skenario 2 49.33 84.52 95.67 81 89.33 89.33 
Skenario 2 
Upsampel 70.67 98.01 75 97.33 93 54.33 

Golongan 
sakit 

Skenario 1 50 85.79 97.33 91 93 91.33 
Skenario 1 
Upsample 80.67 97.76 96.33 98.33 98.33 65.33 

Skenario 2 84.33 84.52 96 91 92.67 91.33 
Skenario 2 
Upsampel 80.67 98.16 96.33 98.33 98.33 71 

Dataset 
Gabungan 

Skenario 1 71.33 99.11 95.67 91 93.33 93.33 
Skenario 1 
Upsample 80 99.31 98.33 100 98.67 49.67 

Skenario 2 71.67 99.11 96.33 91 93.33 93 
Skenario 2 
Upsampel 81 99.37 99 100 99 75.33 

 

Table 9. Total K-Fold Test Result on the Dataset 

Dataset Skenario 
K-Fold Test AVG Total (%) 
Naïve 
Bayes XGBoost SVM-

Linear SVM-RBF SVM-
Polynomial 

SVM-
Sigmoid 

Abstrak 
Medis 

Skenario 1 61.44 88.23 88.48 90.82 90.75 86.8 
Skenario 1 
Upsample 63.6 75.39 62.2 94.02 86.58 57.17 

Skenario 2 61.98 87.8 88.11 90.82 90.78 86.74 
Skenario 2 
Upsampel 64.35 75.84 61.97 94.28 86.92 55.19 

Diagnosis  

Skenario 1 39.11 88.29 97.47 90.87 90.83 87.37 
Skenario 1 
Upsample 68.34 97.04 93.38 96.24 96.24 58.28 

Skenario 2 48.31 87.95 97 90.87 90.83 87.39 
Skenario 2 
Upsampel 71.37 96.86 93.26 96.06 95.97 60.05 

Golongan 
sakit 

Skenario 1 65.11 87.58 86.84 90.87 90.85 88.47 
Skenario 1 
Upsample 79.35 96.29 94.22 97.51 97.02 59.11 

Skenario 2 65.17 88 96.75 90.87 90.84 88.35 
Skenario 2 
Upsampel 78.36 96.24 94.25 97.57 96.87 64.01 

Skenario 1 69.26 98.94 96.66 90.82 90.84 89.4 
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Dataset 
Gabungan 

Skenario 1 
Upsample 77.22 99.23 98.58 99.39 98.46 57.17 

Skenario 2 69.26 98.99 96.72 90.82 90.82 89.29 
Skenario 2 
Upsampel 80.47 99.31 98.8 99.35 98.55 56.25 

 

Table 10. Comparison of Average Value 

Model 
Scenario 

AVG Accuracy Total (%) 
Naive 
Bayes ANN XGBoost SVM-

Linear 
SVM-
RBF 

SVM-
Poly 

SVM-
Sigmoid 

Scenario 1 *) 67.05 89.82 - - - - - 
Scenario 2 *) 67.12 90.27 - - - - - 
Scenario 1 **) 66.22 - 86.54 88.91 90.91 90.8 87.4 
Scenario 2 **) 65.16 - 86.58 88.22 90.91 90.89 90.89 
Scenario 1 
Upsampling 66.3 - 84.5 68.6 95.68 89.29 53.42 

Scenario 2 
Upsampling 66.34 - 84.99 68.49 95.81 86.96 54.76 

 

information Table 10: 

*): Results of Related Experiments 

**): Results of the experiments performed 

- : No experimental data 

 In Table 10 This is the result of managing the 
same dataset but with different algorithms. In previous 
studies, the use of ANN had the highest average results in 
the medical abstract dataset, but in the research that had 
been done it produced a different comparison with the 
Upsampling scenario which made the Upsampling results 
superior to the SVM RBF kernel algorithm with 95.81% 
better accuracy on the medical abstract dataset. And the 
research conducted also shows that other attributes such as 
diagnosis and sickness groups can be used as attributes that 
can be processed in NLP. 

IV. CONCLUSION 
This paper presents the results of applying a 

combination of NLP, Naïve Bayes, XGBoost and SVM 
learning to predict the type of disease based on a doctor's 
diagnostic dataset. This research shows the results that 
unbalanced data can affect the results of each processing 
method including the total average result of scenario 1 such 
as XGBoost which has an average of 89.69% and after Up 
sampling it is 94.59% which shows a 4.9% increase in 
accuracy, and the SVM kernel RBF the total average result 
of scenario 1 has an average of 90.92% and after Up 
sampling it is 97.52% which shows a 6.6% increase in 
accuracy. Comparing the accuracy of each dataset that has 
been made has different accuracy, this indicates that the 
data contained in the dataset such as unstructured data can 
affect the accuracy of the final result of a method. The 
average effectiveness of using the up sampling method on 
this unbalanced data is 2.72%. The use of the XGBoost 

method is considered effective because it has the highest 
average accuracy of 92.13%, compared to the average of 
other methods such as Naïve Bayes with a total accuracy 
of 69.22% and SVM with a total accuracy of all kernels of 
88.49%. Thus it can be concluded that the use of the 
XGBoost method is very suitable for use in the 
word2vector dataset processing in each scenario. 
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WORKING PAPER 

Summary 
 
This working paper is a material for completing the journal article entitled “The 
Influence of Using Up Sampling Method in Predicting Patients' Disease Types 
using a Combination of Natural Language Processing, Naive Bayes Algorithm, 
XGBoost and Support Vector Machine”. The working paper contains all the 
research materials of the Final Project which are not published / or included in 
journal articles. In this paper, the following sections are presented : 
 

1. Literature Review is a section that contains the results of literature studies 
carried out related to the experiments carried out. Broadly speaking, the 
literature review conducted on the concept of Natural Language Processing, 
Data mining, Naïve Bayes Algorithm, XGBoost, and Support Vector 
Machine, the effect of data imbalance, and literature on types of disease. 
 

2. Analysis and design is a part that consists of an outline and the stages carried 
out in this study. At this stage it is explained that the research is carried out 
using 2 scenarios. In the first scenario the Word2vec model training process 
in the first scenario only uses the Wikipedia corpus as the dataset. The 
second scenario is the Word2vec model training process. The second 
scenario does not only use the Wikipedia corpus as a dataset. But the 
wikipedia corpus is combined with a medical abstract as a dataset. 
 

3. The source code in this study is in the form of database processing and the 
use of the Python programming language. Database processing here is the 
process of retrieving and cleaning data so that it can be used in this study. 
The use of Python in this study is used to train the Word2Vec model, process 
data from modeling to training and implement the Naïve Bayes algorithm, 
XGBoost and the Support Vector Machine.  
 

4. Dataset is a part that explains what data is used in the experiment. This 
section describes the structure of the initial dataset, the treatments 
performed and the results of the representation of medical abstracts, 
diagnoses, and sickness groups into vector form. 
 

5. Experimental Stages is a section that contains all experimental stages that 
are not included in the journal. This section outlines the overall technical 
flow of the research. The stages described in this section include the stages 
of data collection, data cleaning and treatment, conversion of text data, data 
splitting, Up Sampling Dataset, implementation of the Naïve Bayes 
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algorithm, XGBoost, Support Vector Machine and evaluation and 
comparison of scenarios. 
 

6. Results All Experiments is a part consisting of the results of the experiment 
carried out, the comparison of the results of each scenario. The experiments 
carried out included the Naïve Bayes Algorithm, XGBoost, Support Vector 
Machine with four kernels, namely Linear, RBF, Polynomial and Sigmoid 
with Random split and Cross validation methods. 
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