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ABSTRACT 
The accumulation of waste volume in the river waters of DKI 
Jakarta is still a significant problem that cannot be solved 
optimally because the population continues to increase every 
year, so the tonnage of waste also increases as well as some 
residents of DKI Jakarta still throw garbage into the river. In 
predicting the level of waste volume, the DKI Jakarta Provincial 
Environment Agency must make decisions, so it is necessary to 
carry out a prediction stage regarding the increase in waste in 
the future. For this reason, this research performs a prediction 
stage by utilizing two machine learning algorithms: Linear 
Regression and Random Forest Regression. The experiment used 
historical data on waste volume transportation from January to 
June 2021. The experimental results showed that the Random 
Forest Regression had the lowest error values of 0.82 and 0.81, 
with a training and testing data ratio of 80%:20%. On the other 
hand, Linear Regression has an error value of 0.83 and 0.82 at a 
ratio of 80%:20%. The analysis discussed in this study can be a 
reference for predicting and taking the necessary actions to 
prevent an increase in the volume of waste in DKI Jakarta 
Province. 

CCS CONCEPTS 
• Computing methodologies • Machine learning    

KEYWORDS 
Waste Transportation, Machine Learning, Linear Regression, 
Random Forest Regression 

ACM Reference format: 
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Analysis of Waste Transportation Volume in DKI Jakarta Province using 
Linear Regression and Random Forest Regression. In Proceedings of 
International Conference on Engineering and Information Technology 
for Sustainable Industry (ICONETSI 2022), September 21-22, 2022, 
Tangerang, Indonesia. ACM, New York, NY, USA, (NUMBER OF PAGES) 
pages.  

1 Introduction 
The waste problem in Jakarta, the capital of Indonesia, 

cannot be adequately solved because of high density of the 
population and at the same time continuously experience 
population growth from year to year. Thus, the tonnage of waste 
is increasing due to difficulties in managing waste piles [1]. 
Furthermore, the indifference of Jakarta residents to the 
environment leads to the cause of the tonnage of waste in 
Jakarta, which continues to increase yearly. Sources of waste are 
dominated by household, tourism, industrial, and marine waste 
in the small islands of Jakarta. The waste will usually end up in 
the Final Disposal Site (FDA), Temporary Disposal Site (TDS) 
and the sea or river [2]. Garbage thrown into the sea or rivers 
causes the garbage to end up on the beach so that it can cause 
the index of beaches/small islands in Indonesia to be "extremerly 
dirty" and lower the visitor acceptance index. As a result, plastic 
waste dominates the tourism sector in Jakarta, with a percentage 
value of 83.86% of the total waste [3]. This fact is further 
strengthened because the coastal environment in Indonesia's 
seas has been polluted by plastic waste, especially in Jakarta Bay, 
where the highest microplastic contamination is 37.440 - 
38.790/kg resulting from dry weight particles [4].  

Based on data from the National Waste Management 
Information System, Jakarta's waste in 2020 was 3,054,812.22 
tons, while the amount in Jakarta in 2021 reached 3,083,437.85 
tons [5]. In addition, from October to December 2021, the volume 
of waste transported from the Jakarta River reached 121,433.53 
m3. Even though the tonnage of waste always increases yearly, 
people in Jakarta still live on polluted riverbanks. Therefore, the 
Jakarta Provincial Government's efforts to reduce the volume of 

Permission to make digital or hard copies of all or part of this work for personal or 
classroom use is granted without fee provided that copies are not made or 
distributed for profit or commercial advantage and that copies bear this notice and 
the full citation on the first page. Copyrights for components of this work owned 
by others than ACM must be honored. Abstracting with credit is permitted. To 
copy otherwise, or republish, to post on servers or to redistribute to lists, requires 
prior specific permission and/or a fee. Request permissions from 
Permissions@acm.org. 
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waste in rivers are to budget IDR 1 trillion to normalize rivers 
and reservoirs in Jakarta and build a waste processing facility, 
namely the Intermediate Treatment Facility (ITF) [6]. This effort 
is very effective because, on February 7, 2021, the Provincial 
Government of Jakarta Province succeeded in reducing the 
volume of waste in the Jakarta River to 153.98 tons or 436 m3. 
The volume of this waste has decreased considerably compared 
to the volume on September 22, 2020, which amounted to 707.46 
tons or around 2,033 m3. Therefore, in assisting the Jakarta 
Provincial Government in reducing the volume of waste from 
the river, a prediction method for the volume of waste 
transportation from Jakarta Rivers is required. 

Kumar et al. [7] carry out research on the prediction of waste 
generation from residential areas in Vietnam using six machine 
learning algorithms, including Cubist Algorithm, k-Nearest 
Neighbors (k-NN), Artificial Neural Network (ANN), Linear 
Regression (LR), Random Forest (RF), and Support Vector 
Machine (SVM). The data for the experiments are taken from the 
Vietnam National Bureau of Statistics that covers eight 
independent variables with aspects of consumption, economy, 
demographics, and waste generation in residential areas, while 
the dependent variable is the amount of waste collected daily. 
The results of this study indicate that the k-NN and Random 
Forest algorithms have good predictive abilities with R2 metric 
prediction values of 0.96 and 0.97, respectively; and the error 
value indicated by the mean absolute error (MAE) metric is 121.5 
and 125.0, respectively. These results indicate that the k-NN and 
Random Forest algorithms are very suitable for assisting the 
Vietnamese Government in predicting waste generation by 
improving their recycling practices. 

Another study was conducted by Kannangara et al [8] on 
predicting the generation and diversion of regional municipal 
solid waste in Canada using two machine learning algorithms, 

i.e.: Decision Tree and ANN. The dataset used has been 
integrated with annual residential solid waste generation and 
paper transfer data from 220 cities in Ontario, Canada, along 
with socioeconomic data and demographic data based on the 
Canadian census program. The result of the study shows that the 
ANN produces a good accuracy value of 72%, while the decision 
tree algorithm only produces an accuracy value of 54%. 

The main contribution of this research is a scheme to analyze 
and predict the volume of rivers waste transportation in Jakarta 
to assist the corresponding local agency in planning and 
managing the river waste in efficient manner. 
2 Research Methodology 

Figure 1 shows the proposed research design. It consists of 
four main modules, i.e.: Data Preprocessing, which includes data 
transformation, data cleansing, data selection, and data scaling; 
Split Validation; Prediction using Linear Regression (LR) and 
Random Forest Regression (RFR); and Validation of the 
prediction models and results. This study uses data from the 
Open Data Jakarta website from January to June 2021. The 
details of each module are explained in the following 
subsections. 
2.1 Dataset Description 

The data collected from the Open Data Jakarta website are 
grouped into 6 datasets by month (January, February, March, 
April, May, and June). Each dataset has a different number of 
rows, i.e.: 54343 for January data, 49252 for February data, 54715 
for March data, 53100 for April data, 54870 for May data, and 
53130 for June data. In addition, each dataset has 8 attributes, i.e.: 
month, point of waste collection location, sub-district, region, 
length or area of waste handling, unit length/area, date, and 
volume of waste per day in m3 [9].  

 
Figure 1. Research Flowchart in Predicting the Volume of Waste Transportation 
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2.2 Data Preprocessing 

Preprocessing is several steps needed before entering the 
machine learning modeling stage. The dataset will be prepared 
first, such as changing values and data types, cleaning data from 
missing or outlier values, selecting data, and scaling data values. 
[8]. 

2.2.1 Data Transformation 
The transformation carried out in this study is to change the 

naming of attributes that were previously written in Indonesian 
to English. In addition, the next transformation is also carried out 
on the data values, precisely on the attribute of the volume of 
waste per day (m3), which has the missing value converted into 
mean value. 

2.2.2 Data Cleansing 
At this stage, the data cleaning process is carried out on the 

value of outliers on the attribute volume of waste per day (m3). In 
addition, it removes attributes that are not needed during the 
research, i.e.: month attribute. 

2.2.3 Data Selection 
Data selection is the stage of selecting attributes to serve as 

independent and dependent variables. In this study, the attribute 
date is the independent variable, and the attribute volume of 
waste per day (m3) is the dependent variable. 

2.2.4 Data Scaling 
The last preprocessing carried out in this research is data 

scaling. Data scaling aims to overcome inconsistent data by 
making the data in the same range so that the resulting prediction 
results are accurate [10]. The scaling used in this study is a 
standard scaler where the data range for the average value is 0, 
and the standard deviation is 1 [11]. 

 
2.3 Split Validation 

Split Validation is a process of selecting attributes for the 
independent and dependent variables and dividing randomly the 
data into two parts, namely training and testing data, based on 
the percentage of testing sizes that have been defined. In this 
study, the independent variable or predictor variable was selected 
based on the date of waste collected from several locations. In 
contrast, the volume of waste per day was the dependent or 
response variable [12]. 
 
2.4 Linear Regression 

Linear Regression is a machine learning algorithm based on a 
supervised learning scheme that can predict between one or more 
independent variables (x) and one dependent variable (y) [13]. 
Both variables (independent and dependent variables) must 
consist of numerical data. The regression analysis output will 
conclude whether the independent variable has a linear 
relationship with the dependent variable. The basic formula for 
linear regression is represented in (1) [13]. 

𝑌 = 𝑎 + 𝑏𝑋             (1) 
Where: 
Y: forecast value (dependent variable). 
a: intercept. 
b: slope. 
X: number of periods (Independent variable). 
 
2.5 Random Forest Regression 

Random Forest is one of the ensemble learning methods that 
can perform several tasks such as classification and regression. 
The ensemble learning method is based on the premise that it will 
produce much higher performance than other machine learning 
algorithms to solve real equation search problems by controlling 
predictive values to avoid overfitting [14]. The Random Forest 
Regression Algorithm is very suitable for non-linear modelling 
relationships between variables because it can overcome complex 

relationships between variables so that it will not be affected by 
multicollinearity [15]. The formula for Random Forest Regression 
is represented in (2) [16]. 

H(
 x) =  

1

𝑇
∑ h𝑖(𝑥)𝑇

𝑖=1                               (2) 

Where: 
T: number of regression trees. 
hi(x): output of the i-th regression trees (hi) on sample x. 
 
2.6 Mean Absolute Error 

Mean Absolute Error (MAE) is a metric that can measure the 
absolute error of an average value between the predicted value 
and the actual value [17]. The formula for the mean absolute 
error is represented in (3) [18]. 

MAE =  
1

𝑛
 ∑ |𝑃𝑖 − 𝑂𝑖|

𝑛
𝑖=1                            (3) 

Where: 
Pi and Oi: estimated and observed values. 
n: number of samples. 
 
2.7 Mean Squared Error 

Mean Squared Error (MSE) is a metric that can measure the 
difference in the average value obtained from the number of 
squared errors divided by the total number of predicted values, so 
this metric is very suitable to be used when weighting larger 
values for larger error values [19]. The formula for the mean 
squared error is represented in (4) [8]. 

MSE =  
1

𝑛
 ∑ (�̂�𝑖 − 𝑌𝑖)

𝑛
𝑖=1                             (4) 

 
Where: 
n: number of samples 
Ŷi: predicted values 
Yi: observed values 
 
2.8 K-Fold Cross Validation 

K-Fold Cross Validation is a cross-validation technique using 
a subset of data that has been randomized to test the success rate 
of a machine learning algorithm and can also be used in choosing 
which algorithm produces accurate accuracy values [20]. The 
randomized data subset consists of training and testing data 
where the subset has a predefined number of subsets (k value) 
[21]. Each k iteration is used for one testing data, and the rest is 
used as training data. The process is repeated until all data has 
been evaluated. 

 
3 Result and Discussion 

Differentiating the prediction results based on data 
distribution and data validation, each using outlier values and 
without using outlier values in the dependent variable. The 
reason why this experiment is distinguished based on the use of 
outlier values in the dependent variable is because by 
differentiating the experiment to determine the characteristics 
between the independent and dependent variables and the data 
points that affect the distribution of the relationship between the 
2 variables used (independent variable from the date attribute and 
the dependent variable from attribute volume of waste per day) 
from the prediction results. The reason why this experiment is 
distinguished based on the use of outlier values in the dependent 
variable is because by differentiating the experiment to determine 
the characteristics between the independent and dependent 
variables and the data points that affect the distribution of the 
relationship between the 2 variables used (independent variable 
from the date attribute and the dependent variable from attribute 
volume of waste per day) from the prediction results. 

In addition, the prediction results will also be divided into six 
different months (from January to June), with the predicted 
output in the form of the volume of waste transported from 

http://digilib.mercubuana.ac.id/



Analysis of Waste Transportation Volume in DKI Jakarta... ICONETSI 2022, September 21-22, Tangerang, Banten, Indonesia 

 

4 

 

January to June 2022. In this section, the prediction process is 
carried out with two algorithms, i.e.:  Linear Regression and 
Random Forest Regression. 

 
3.1 Split Validation Results 

This section experiments with datasets from January to June. 
Each of these datasets will be divided into training and testing 
data with a total proportion of 80% to 20%. Training data is used 
to train the machine learning algorithms, and testing data is used 
after passing through the training process. In addition, 
experiments were also carried out on Linear Regression to see 
whether the independent variables had a positive linear 
relationship or not. This experiment is distinguished based on 2 
differences in the dependent variable: without considering outlier 
and with considering outlier values. 

Table 1, Table 2, and Table 3 exhibit the predicted results of 
waste transportation without outliers resulted in prediction error 
values per month transportation. The result is that May is the 
month with a lower error rate than the other five months, but 
when considering on the algorithm, Random Forest Regression 
provides much lower error values than Linear Regression with 
error values of 0.82 and 0.81. 
 

Table 1. Split Validation Results without Outliers (January- February) 

Algorithm
s 

Data 
Train 

Data Test Data 
Train 

Data Test 

January February 

MAE MSE MAE MSE MAE MSE MAE MSE 

Linear 
Regression 

1.5
7 

2.9
8 

1.5
9 

3.0
7 

0.9
7 

1.1
6 

0.9
6 

1.1
6 

Random 
Forest 
Regression 

1.5
6 

2.9
7 

1.5
9 

3.0
8 

0.9
7 

1.1
6 

0.9
6 

1.1
6 

 
Table 2. Split Validation Results without Outliers (March-April) 

Algorithm
s 

Data 
Train 

Data Test Data 
Train 

Data Test 

March April 

MAE MSE MAE MSE MAE MSE MAE MSE 

Linear 
Regression 

0.9
2 

1.1
5 

0.9
1 

1.1
2 

0.9
0 

1.0
9 

0.9
1 

1.1
2 

Random 
Forest 
Regression 

0.9
2 

1.1
5 

0.9
1 

1.1
2 

0.9
0 

1.0
9 

0.9
1 

1.1
2 

 

Table 3. Split Validation Results without Outliers (May-June) 

Algorithm 

Data Train Data Test Data Train Data Test 

May June 

MAE MSE MAE MSE MAE MSE MAE MSE 

Linear 
Regression 0.83 0.82 0.83 0.82 1.17 1.74 1.17 1.71 

Random 
Forest 
Regression 

0.82 0.81 0.82 0.81 1.17 1.73 1.16 1.71 

 
Next, experiments using outliers in the dependent variable 

are carried out. The results obtained in Table 4, Table 5, and Table 

6 show that June 2021 has an error rate of metrics MAE and MSE 
relatively low compared to the other five months. However, when 
considering on the algorithm, the Linear Regression dominantly 
provides lower prediction results compared to the Random Forest 
Regression with an error rate of 1.83 for the MAE metric in the 
training data and 1.81 for the MAE metric in the testing data. On 
the other hand, in the MSE metric for the training data, the 
Random Forest Regression has a low error rate compared to the 
Linear Regression, which is 10.37, while the prediction rate for 
the MSE metric in the testing data provides the same result, i.e.: 
10.14. 

 
Table 4.  Split Validation Results using Outliers (January – February) 

Algor
ithm 

Data Train Data 
Test 

Data Train Data Test 

January February 

MAE MSE MAE MSE MAE MSE MAE MSE 

LR 3.20 19.12 3.30 21.72 2.27 25.97 2.26 20.67 

RFR 3.20 19.10 3.30 21.73 2.27 25.97 2.26 20.67 

 

Table 5. Split Validation Results using Outliers (March – April) 

Algo 

rithm 

Data Train Data 
Test 

Data Train Data Test 

March April 

MAE MSE MAE MSE MAE MSE MAE MSE 

LR 2.07 11.73 2.08 12.26 2.14 15.32 2.24 38.04 

RFR 3.20 19.10 2.08 12.28 2.14 15.31 2.24 38.03 

 

Table 6. Split Validation Results using Outliers (May – June) 

Algor
ithm 

Data Train Data 
Test 

Data Train Data Test 

May June 

MAE MSE MAE MSE MAE MSE MAE MSE 

LR 2.02 12.13 2.02 11.30 1.83 10.38 1.81 10.14 

RFR 2.03 12.08 2.03 11.25 1.84 10.37 1.82 10.14 

 
 
3.2 Validation Results 

Having done experimenting with data distribution based on a 
percentage of 80% training data and 20% testing data, the next 
step is to validate the prediction results using the k-fold cross-
validation method. In addition, the validation process used in this 
study uses 3 different fold value scenarios, including 5-fold, 10-
fold, and 15-fold. One of the advantages of using multiple k-fold 
value scenarios is to avoid bias and overfitting in the prediction 
results [22]. This experiment will also be differentiated based on 2 
differences in the dependent variable: without using outlier 
values and using outlier values. 

Table 7, Table 8, and Table 9 show the validation results 
related to waste transportation per month without outlier values 
in the dependent variable. It can be concluded that the May 
dataset provides the lowest error values compared to the other 
five months. Even the error values obtained from the three k-fold 
values based on MAE and MSE metrics have the same ones 
obtained in the previous experiment (experiment with data 

http://digilib.mercubuana.ac.id/
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distribution without outlier values). However, from the 
algorithm’s perspective, Random Forest Regression obtain the 
lowest error values compared to Linear Regression where 
Random Forest Regression has error values of 0.82 and 0.81, while 
Linear Regression has error values of 0.83 and 0.82. 

 
Table 7. Validation Results without Outliers (January–February) 

Algor
ithm 

k 

Data 
Training 

Data 
Testing 

Data 
Training 

Data 
Testing 

January February 
MAE MSE MAE MSE MAE MSE MAE MSE 

LR 
5 1.57 2.98 1.59 3.07 0.97 1.16 0.96 1.16 
10 1.57 2.98 1.59 3.07 0.97 1.16 0.96 1.16 
15 1.57 2.98 1.59 3.07 0.97 1.16 0.96 1.16 

RFR 
5 1.56 2.98 1.58 3.07 0.97 1.16 0.96 1.16 
10 1.56 2.98 1.56 3.07 0.97 1.16 0.96 1.16 
15 1.56 2.98 1.56 3.07 0.97 1.16 0.96 1.16 

 
Table 8. Validation Results without Outliers (March – April) 

Algorith
m 

k 

Data 
Training 

Data 
Testing 

Data 
Training 

Data 
Testing 

March April 
MAE MSE MAE MSE MAE MSE MAE MSE 

LR 

5 
0.9
2 

1.1
5 

0.9
0 

1.1
2 

0.9
0 

1.0
9 

0.9
1 

1.1
2 

10 0.9
2 

1.1
5 

0.9
0 

1.1
2 

0.9
0 

1.0
9 

0.9
1 

1.1
2 

15 
0.9
2 

1.1
5 

0.9
0 

1.1
2 

0.9
0 

1.0
9 

0.9
1 

1.1
2 

RFR 

5 
0.9
2 

1.1
5 

0.9
1 

1.1
3 

0.9
0 

1.0
9 

0.9
1 

1.1
3 

10 
0.9
2 

1.1
5 

0.9
2 

1.1
3 

0.9
0 

1.0
9 

0.9
0 

1.1
3 

15 
0.9
2 

1.1
5 

0.9
2 

1.1
3 

0.9
0 

1.0
9 

0.9
0 

1.1
3 

 
Table 9. Validation Results without Outliers (May – June) 

Algorithm k 

Data 
Training 

Data 
Testing 

Data 
Training 

Data 
Testing 

May June 
MAE MSE MAE MSE MAE MSE MAE MSE 

LR 
5 0.83 0.82 0.83 0.82 1.17 1.74 1.16 1.71 
10 0.83 0.82 0.83 0.82 1.17 1.74 1.16 1.71 
15 0.83 0.82 0.83 0.82 1.17 1.74 1.16 1.71 

RFR 
5 0.82 0.81 0.82 0.81 1.17 1.74 1.16 1.71 
10 0.82 0.81 0.82 0.81 1.17 1.74 1.17 1.71 
15 0.82 0.81 0.82 0.81 1.17 1.73 1.17 1.71 

 
After validating without outlier values, the next step is to 

validate with outlier values in the dependent variable on the 
waste volume transportation data. Table 10, Table 11, and Table 
12 show that June 2021 has a reasonably low error rate in 
predicting compared to the other five months, for both, the MAE 
and MSE metrics. However, when considering on the algorithm, 
Linear Regression has good validation results compared to the 
Random Forest Regression algorithm. 

In addition, the results of the three scenarios show that the k-
fold value in the MAE metric with training data has the same 
predictive value as the results obtained in the previous 
experiment (experiment with data distribution using outlier 
values), i.e.: 1.83 for Linear Regression and 1.84 for Random 
Forest Regression. Furthermore, the same results were also 
obtained from the three scenarios of the k-fold value with a linear 
regression algorithm which produced a predictive value in the 
MSE metric of 10.14 on the testing data. Furthermore, the MSE 
metric with the Linear Regression algorithm also shows the same 
predictive value as the previous experiment (experiment with 

data distribution using outlier values), which is 10.38. On the 
other hand, the Forest Random Regression algorithm shows a 
different predictive value from the previous experiment, i.e.: 
10.39.  

The difference in the predicted value is also found in the MSE 
metric with the testing data because the three scenarios of the k-
fold value get a predictive value of 10.15. While the prediction 
value of 10.14 was obtained in the previous experiment 
(experiment with data distribution using outlier values). 
Furthermore, the three scenarios of the k-fold value in the MAE 
metric with training data in Linear Regression show different 
predictive values from the previous experiment because the 
predictive value from the validation results is 1.80, while the 
predictive value from the previous experiment is 1.81. Meanwhile, 
the Random Forest Regression algorithm with a 5-fold value 
provides different results from the other two k-fold scenarios, 
where the predicted value generated in the 5-fold scenario is 1.85, 
and the other two scenarios (10-fold and 15-fold) is 1.84. 

 
Table 10. Validation Results using Outliers (January – February) 

Algorith
m 

k 

Data 
Training 

Data 
Testing 

Data 
Training 

Data 
Testing 

January February 
MA
E 

MSE MA
E 

MSE MA
E 

MSE MA
E 

MSE 

LR 

5 
3.20 19.1

2 
3.38 21.6

9 
2.27 25.9

7 
2.24 20.6

9 
1
0 

3.20 19.1
2 

3.38 21.6
9 

2.27 25.9
7 

2.24 20.6
8 

1
5 

3.20 19.1
2 

3.38 21.6
9 

2.27 25.9
7 

2.24 20.6
8 

RFR 

5 
3.20 19.1

3 
3.38 21.7

7 
2.27 25.9

8 
2.25 20.7

9 
1
0 

3.20 19.1
4 

3.20 21.7
6 

2.27 25.9
9 

2.27 20.7
5 

1
5 

3.20 19.1
3 

3.20 21.7
6 

2.27 25.9
9 

2.27 20.7
5 

 
Table 11. Validation Results using Outliers (March – April) 

Algorith
m 

k 

Data 
Training 

Data 
Testing 

Data 
Training 

Data 
Testing 

March April 
MA
E 

MSE MA
E 

MSE MA
E 

MSE MA
E 

MSE 

LR 

5 2.07 11.73 2.09 12.26 2.14 15.33 2.30 38.03 
1
0 

2.07 11.74 2.09 12.26 2.14 15.33 2.30 38.05 

1
5 

2.07 11.74 2.09 12.27 2.14 15.33 2.30 38.03 

RFR 

5 
2.0
7 

11.7
4 

2.0
9 

12.3
1 

2.1
4 

15.3
3 

2.2
9 

38.1
5 

10 
2.0
7 

11.7
4 

2.0
7 

12.3
2 

2.1
4 

15.3
4 

2.1
4 

38.1
5 

15 2.0
7 

11.7
4 

2.0
7 

12.3
0 

2.1
4 

15.3
4 

2.1
4 

38.1
3 

 
Table 12. Validation Results using Outliers (May – June) 

Algorithm
s k 

Data 
Training 

Data 
Testing 

Data 
Training 

Data 
Testing 

May June 
MA
E 

MSE MA
E 

MSE MA
E 

MSE MA
E 

MSE 

LR 

5 
2.02 12.1

3 
2.01 11.3

0 
1.83 10.3

8 
1.80 10.1

4 
1
0 

2.02 12.1
3 

2.01 11.3
0 

1.83 10.3
8 

1.80 10.1
4 

1 2.02 12.1 2.01 11.3 1.83 10.3 1.80 10.1
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5 3 0 8 4 

RFR 

5 
2.03 12.1

0 
2.03 11.3

1 
1.84 10.3

9 
1.85 10.1

5 
1
0 

2.03 12.1
0 

2.03 11.3
0 

1.84 10.3
9 

1.84 10.1
5 

1
5 

2.03 12.1
0 

2.03 11.2
8 

1.84 10.3
9 

1.84 10.1
5 

 
 

3.3 Discussion 
This section describes whether the independent and 

dependent variables have a positive slope or not based on the 
prediction results shown in the Linear Regression graph using the 
May 2021 data because the prediction results with the May data 
have a lower error rate than the other five months without outlier 
values. In addition to the Linear Regression graphs, this section 
also discusses the prediction results in line graphs generated by 
the Random Forest Regression algorithm without outlier values. 

Previously, the number of data in the May dataset was 54870 
data. However, as many as 6096 data were indicated as outlier 
values and were omitted from the data, leaving only 48774 data. 
In addition, the correlation between the date attribute and the 
volume of waste per day in the May dataset is not good enough, 
which is only 0.017, indicating that the data used in the 
experiment is not suitable for implementation using Linear 
Regression algorithm. Figure 2 shows the correlation value 
between the date attribute and the waste volume attribute per day. 

 

Figure 2. Correlation Values in May Dataset 

Therefore, the linear graph of the experimental results 
without outlier values shows that the independent and dependent 
variables do not have a positive linear slope but a zero slope. The 
zero slopes are caused by the coordinates of the dependent 
variable (y) do not change when the coordinates of the 
independent variable (x) change. 

 

Figure 3. Prediction using Linear Regression for Testing Data 
without Outliers 

Figure 3 shows the prediction results with linear graphs on 
experiments without outlier values for the May data with a linear 

regression algorithm that does not have a positive linear slope but 
zero slopes (horizontal line). So, the discussion results based on 
experiments without outlier values using a linear regression 
algorithm on the waste transportation volume dataset in May still 
resulted in zero slopes, indicated by a horizontal line in testing 
data in Figure 3 lies in the distribution of data points and the 
location of the linear line because, without outlier values, the 
distribution of data points is spread over several parts 
horizontally followed by a horizontal line. This means that 6.096 
data that have been removed from the dependent variable because 
they are indicated as outlier values are very influential in placing 
the data points along with the horizontal linear line. 

 

Figure 4. Prediction Result on Random Forest for Testing Data 
with Outliers 

 
The subsequent discussion will explain the prediction results 

from Random Forest Regression without outlier values in the 
dependent variable based on May data. Figure 4 shows a 
downward line graph so that it can be concluded that the MAE 
and MSE metrics error rate in predicting the volume of waste 
transport data for May is very small. In addition, Figure 4 also 
shows that the tonnage of waste to be transported from the 
waters of the DKI Jakarta river in May 2022 will be much less 
than in 2021. 

 
4 Conclusion 

Experimental results showed that Random Forest Regression 
performed better compare to the Linear Regression, due to 
Random Forest Regression produces the lowest error value 
compared to Linear Regression. The error values for Random 
Forest Regression are 0.82 and 0.81, while the error values for 
Linear Regression are 0.83 and 0.82. 

   The problem of waste in the waters of the DKI Jakarta 
Province is still the biggest problem that must be faced together. 
Based on the results of research that has been carried out 
regarding the transportation of waste volumes from several rivers 
in DKI Jakarta within six months using the Linear Regression and 
Random Forest Regression algorithms, it is known that the 
Random Forest Regression has a reasonably good performance 
compared to Linear Regression due  

In addition, among the six datasets used in this study, the May 
dataset provided the best performance. The May dataset produces 
the lowest error value for both Linear Regression and Random 
Forest Regression. This research provided useful information 
regarding the transportation of waste volumes and the use of 
Linear Regression and Random Forest Regression algorithms as a 
reference for further research on the transportation of waste 
volumes in the rivers of DKI Jakarta Province in the future. 
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KERTAS KERJA 

Ringkasan 

Kertas kerja ini merupakan tempat pengumpulan bahan material kelengkapan 

pembuatan sebuah artikel jurnal dengan judul Komparasi Metode Regresi Linear 

dan Regresi Random Forest Terhadap Volume Pengangkutan Sampah. Kertas 

kerja ini berisikan semua material-material hasil penelitian Tugas Akhir yang 

tidak dimuat atau disertakan pada artikel jurnal. Pada kertas kerja ini terdapat 

material seperti literature review, Analisis Perancangan, Source Code, Dataset, 

Tahapan Eksperimen serta Hasil Eksperimen Secara Keseluruhan. 

Hasil penelitian ini merupakan hasil prediksi berupa analisis terhadap volume 

pengangkutan sampah dengan menggunakan algoritma Regresi Linear dan 

Regresi Random Forest. Diharapkan hasil penelitian ini dapat menjadi bahan 

evaluasi Pemerintah Provinsi DKI Jakarta dan Dinas Lingkungan Hidup dalam 

mengatasi permasalahan volume pengangkutan sampah di perairan sungai DKI 

Jakarta.
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