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Abstract— There is a gap between normal people and deaf 

people regarding communication. This is because not all 
normal people learn sign language like deaf people. Therefore, 
there needs to be something that can close the gap by utilizing 
technology that can recognize sign language. There are two 
sign languages used widely in Indonesia, i.e., Sistem Isyarat 
Bahasa Indonesia (SIBI) and Bahasa Isyarat Indonesia 
(BISINDO). The one that is used as the official sign language 
at school is SIBI, while BISINDO, on the other hand, is the one 
more commonly used by the deaf. In this research, the author 
presents their findings to recognize BISINDO Indonesian sign 
language from a series of gestures. The author collects a total 
of 780 image sequences for 26 BISINDO alphabet signs. The 
author utilizes MediaPipe holistic to extract landmarks of the 
face, hands, and body in each frame of an image sequence to 
then be processed with Long Short Term Memory (LSTM) 
deep learning model. The results show that the best model in 
this research gets an accuracy of 97%, concluding that the 
model produces decent results in recognition of BISINDO sign 
language alphabet gestures. 

Keywords— BISINDO, Sign Language Recognition, 
MediaPipe holistic, LSTM, Deep Learning.  

 

I. INTRODUCTION 

There is a gap between normal people and deaf people 
regarding communication. This is because not all normal 
people learn sign language like deaf people. Therefore, there 
needs to be something that can close the gap by utilizing 
technology that can recognize sign language. There are two 
sign languages used widely in Indonesia, i.e., Sistem Isyarat 
Bahasa Indonesia (SIBI) and Bahasa Isyarat Indonesia 
(BISINDO). The one that is used as the official sign 
language at school is SIBI, while BISINDO, on the other 
hand, is the one that is more commonly used by the deaf on 
their daily life. SIBI turns Indonesian spoken language into 

sign language; hence it follows the grammatical structure 
like prefix and suffix. BISINDO, on the other hand, express 
a word from Indonesian spoken language according to the 
context of the topic. The use of SIBI in everyday 
communication is not fully accepted and used by the Deaf 
community. The application of Indonesian sentence 
grammar, such as the application of affixes makes them 
difficult to communicate. BISINDO is a language cues 
learned naturally by the deaf community. Its speed and 
practicality make the deaf community easier to understand 
[1]. Computer vision has been expanded into a vast area of 
artificial intelligence. The tasks in computer vision are 
mostly related to the process of obtaining information on 
events or descriptions, from input scenes (digital images) 
and feature extraction [2]. With the use of Computer Vision, 
one should be able to create a Sign Language Recognition 
system. 

II. RELATED WORKS 

Researchers have become interested in the 
challenge of developing a reliable model for sign language 
recognition this decade. This is demonstrated by the 
numerous studies carried out such as in [3]–[15] to 
determine the most effective method to handle this 
situation, including the use of a method similar to the one 
that will be used in this study, namely using MediaPipe as 
the primary utility to extract keypoints from the face, pose, 
and both hands, and then processing it with a deep learning 
model as has been done in research [3]–[7], and [9]. For 
example, in research [3], the author uses MediaPipe with 
Long Short-Term Memory (LSTM) model to detect Indian 
Sign Language (ISL) and got an accuracy of 90%. In [7] 
the author did the same thing, only with American Sign 
Language (ASL) this time, and got an average of 94% 
accuracy. Similarly, [6] uses 3 different LSTM models to 
detect Thai Sign Language and got an average of 95% 
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accuracy. On the other hand, [4] uses CNN and LSTM and 
got the best out of the two with 98.8% accuracy.  

Additionally, other research studies employ 
slightly distinct methodologies from the study already 
stated, such as the use of the Hidden Markov Model 
(HMM) in [10] which achieved 60% accuracy, while [14] 
uses Leap Motion Controller (LMC) to collect 3D hand 
skeletal video data of ASL, Processed with Bidirectional 
Recurrent Neural Network Bi-RNN and LSTM models and 
got the average of 97% accuracy. 

 
III. METHODOLOGY 

This research focused on the implementation of 
Computer Vision techniques utilizing python libraries such 
as MediaPipe holistic to extract keypoints / landmarks from 
frames in an image sequence to then be processed into 
LSTM Deep Learning architecture, producing a decent 
model to be then used to Recognize BISINDO Indonesian 
Sign Language gestures. The research is divided into phases 
as depicted in Fig.1. 

 
Fig.1. – Research phases steps 

 

 

A. Data Collection 

The data collection phase was carried out independently 
by the author. The purpose of this phase is to collect data for 
26 BISINDO alphabet gestures that will be processed in this 
study. This phase consists of several steps, namely setting 
up folders, recording videos by utilizing a webcam device 
in aid with OpenCV, Extracting keypoints with MediaPipe 
Holistic, and saving the data into .npy files with NumPy. 

B. Preprocessing 

After the data collection phase, the next phase is 
preprocessing. This phase aims so that the data can be 
processed by machine learning algorithms for the next 
phase, namely Model Training. This phase broadly includes 
merging the data files that have been collected in the 
previous phase, converting them into a suitable format, then 
dividing them into 3 parts, namely training data, test data, 
and validation data. Each data will have dimensions of 
780x30x1662, with 780 as the total number of videos, 30 
being the number of frames per video, and 1662 being the 
number of keypoints obtained from the extraction with 
Mediapipe Holistic. 

C. Model Training 

In this phase, several deep learning models are built and 
trained. The architecture of the models is similar to what 
has been used in past research such as in [3] and [9]. The 
use of Long Short Term Memory (LSTM) became 
emphasized in this research. Long Short Term Memory 
(LSTM) is a type of Recurrent Neural Network (RNN). It 
was designed by Hochreiter & Schmidhuber, an RNN-
specific architecture created for sequential data prediction 
that can analyze time-series data over extensive time 
periods and automatically choose the best time-lags [16], 
[17]. It addressed the issue of long-term dependencies of 
RNN in which the RNN cannot predict the information 
stored in the long-term memory but can give more accurate 
predictions from the recent information. RNN does not 
operate effectively as the gap length rises. LSTM can by 
default retain the information for a long period of time. It 
is utilized for processing, predicting, and classifying on the 
basis of time-series data. Therefore, it is suitable to process 
image sequences or video data. 

 
Fig.2. – Architecture of a LSTM unit [3] 

 

 
 
A single LSTM model's architecture can be described 

as having three gates and a component known as a memory 
cell. Information that is no longer useful is removed from 
the cell state by the forget gate. The forget gate specifies 
the types of information that can be forgotten and are no 
longer relevant in the context. The input gate enhances the 
cell state with crucial information. It addresses what fresh 
information we ought to include or update in our 
operational storage state data. The output gate is in charge 
of retrieving valuable information from the current cell 
state and presenting it as output. The memory cell has two 
states: a self-state known as long-term memory, and short-
term memory. Based on how each gate functions, values 
between 0 and 1 are assigned to each gate. The information 
passed depends on the value; if it is 0, no information is 
passed; if it is 1, all information is passed; and also, on the 
values in between [3]. 
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Fig.3. – Prediction or matching process 

  
 
The way this model works is from how the LSTM 

detects a similar pattern from the available data, by 
deciding to store important information in a frame in the 
form of 1662 keypoints through the gates contained in each 
unit and combining the information to produce an output, 
namely the hidden state which will be processed in the next 
layer and then predict a label according to the information 
obtained during the training process. For example as 
depicted in Figure 5, the LSTM decides that the 
information contained in frame xn is important, this 
information will be stored and then be forwarded to the next 
LSTM unit, until frame xn+6, there is other important 
information, the LSTM decides that the previous 
information is still relevant, then these two pieces of 
information will then be processed by the next unit to find 
other important information, then generate a hidden state 
which will be processed by the next layer and generate 
gesture prediction, in this case, gesture of alphabet “M”. 

 The model in this research mainly utilizes two types of 
layers, namely the LSTM layers and Dense layers. The 
author built three models with the same architecture 
consisting of 6 layers, 3 LSTM, and 3 Dense layers. The 
first 5 layers use ‘ReLU’ activation function, while the last 
one uses ‘softmax’. After this phase, the performance of the 
three models is then compared and evaluated in the next 
phase. 

 
 
D. Evaluation 

After all deep learning models are trained, the next step 
is to evaluate these models. Evaluation is done by looking 
at the graph of the accuracy and loss of the training process 
of each model using a visualization tool from TensorFlow 
called Tensorboard. Accuracy and loss of training and 
validation will be seen and compared between models. 
After that, other parameters used for evaluation are the 
confusion matrix, the accuracy score, and the f1 score.  

Confusion Matrix is one of the performance indicators 
used to evaluate machine learning classification problems 
where the output can be two or more classes. Recall, 
Precision, Specificity, Accuracy, and most significantly 
AUC-ROC curves are all measurements that may be made 
with great benefit from it [18] 
 

Fig.4. – A confusion matrix [18] 

 

Confusion Matrix is a table of different combinations of 
predicted and actual values, namely TP, TN, FP, and FN. 

• TP (True Positive): The model predicted positive 
and it’s true. 

• TN (True Positive): The model predicted negative 
and it’s true. 

• FP (True Positive): The model predicted positive 
and it’s false. 

• TP (True Positive): The model predicted negative 
and it’s false 

From these values, one can get other derived measurements 
such as Recall, Precision, Accuracy, and F-measure. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

 
 

• Recall quantifies the number of positive class 
predictions made out of all positive examples in 
the dataset. 

• Precision measures the proportion of predictions 
from the positive class that actually fall into it. 

• Accuracy is the total amount of correct prediction 
from all classes. 

• F-measure, also called F1-score, gives a single 
score that balances the concerns of recall and 
precision in a single value. 
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IV. EXPERIMENT AND RESULTS 

As previously mentioned, the purpose of this research is 
to create a model that can recognize BISINDO Indonesian 
Sign Language alphabet gestures. The gestures used in this 
research can be seen in Fig.5. 

 
 Fig.5. – BISINDO Alphabet gestures [19]  

 

the dataset used in this study undergoes several forms of 
adjustment through the data collection and preprocessing 
phase. In the data collection phase, the first step is to set up 
folders for data collection using a program written in 
Python. The program will create 26 folders regarding the 
gestures that will be collected (BISINDO Alphabet gestures 
A-Z), then in each of them there are 30 folders (named 0-
29), because the amount of videos / image sequences that 
will be collected for each gesture is 30. 

 
Fig.6. – Folder setup  

 

 
 

The next step is to collect the data by using a 
webcam device. This was done by using the Python library 
OpenCV in aid with other libraries such as NumPy and 
MediaPipe. Due to the amount of expected data for each 
gesture being 30, there will be 780 videos in total. In each 
video, there will be 30 frames where the signer will perform 
the gesture. MediaPipe Holistic will then be utilized to 
detect the signer, draw the landmarks, and extract the total 
of keypoints of face, pose, and both hands from the 
landmarks for each frame. 

 
 

Fig.7. – Pose landmarks [20] 

 
Fig.8. – Hand landmarks [21] 

 
 

 
 
MediaPipe Holistic pipeline combines separate 

models for the pose, face, and hand components, each of 
which is optimized for its particular domain [22]. The 
landmark model in MediaPipe Pose predicts the location of 
33 pose landmarks [20], while MediaPipe Face Mesh 
predicts 468 3D face landmarks [23]. Similarly, MediaPipe 
Hands predicts the location of 21 3D landmarks for each 
hand [21]. This makes the total of 543 landmarks being 
predicted by MediaPipe Holistic. Each landmark in Pose, 
Face, and Hands model consists of keypoints containing 
three coordinates, which are x, y, and z while the 
MediaPipe Holistic Pose has an additional keypoint, which 
is visibility. This makes the total of keypoints in 543 
landmarks being 1662 keypoints, 1404 in Face, 132 in 
Pose, and 126 in Hands respectively. The extracted 
keypoints then will be converted into NumPy arrays, 
concatenated into one array, then saved into its 
corresponding folder as a .npy file as depicted in Fig.12. 

 
Fig.9 – Detect signer and draw landmarks  

 

 
Fig.10. – Landmark data  
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Fig.11. – Extracted keypoints  

 
 

Next, in the preprocessing phase, the data is merged 
into one multi-dimensional NumPy array with the shape of 
(780, 30, 1662). This array holds the independent variable 
X, which then be mapped to another NumPy array 
consisting of labels that will become the dependent variable 
y. With the help of the Keras library, the y then is converted 
into a binary array, e.g. [1, 0, 0, … 0, 0, 0] with 1 indicating 
the label, as depicted in Fig.13. 

 
Fig.12. – Save the keypoints as npy files 

 

 
 
 
 
 
 
 

 
Fig.13. – labels (y) dataset, before (left) and after(right) transformation 

 
 

 

After we get the array of X and y, the next step is to split 

them into train, test, and validation data. This was done 
with the help of the Scikit-Learn library. The ratio of the 
split for the train, test, and validation data is 8:1:1 
respectively. This means the training dataset will have 
about 631 data, while the test dataset will have about 78 
data, and the validation dataset will have about 71 data, for 
more detail about the information on the amount of data and 
percentage for each class in each dataset, please refer to 
Fig.14. and Fig.15. Next, the data is ready to be processed 
into Deep Learning model.  

 
Fig.14. – The amount of data for each class in each dataset 

 

 
 
 
 
 
 
 
 

Fig.15. – Class percentages in each dataset 
 

 
 
The next step is the model training phase. The author has 

experimented with the architecture of the model before 
deciding to use a particular architecture in this study. Some 
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of these experiments are adding and reducing the number 
of LSTM layers, and changing the shape of the layers. For 
the final decision, as have been mentioned earlier, the 
author uses deep learning model architecture consisting of 
6 layers, namely 3 LSTM layers and 3 Dense layers such as 
depicted in Fig.16. The first 5 layers use the 'ReLu' 
activation function, while the last layer uses 'Softmax'. 
Furthermore, in this research, the author builds three 
models with the same architecture to compare their 
performance. The difference between these three models 
lies in the different epoch parameters when the model starts 
training. The epochs used in the experiment are 100, 250, 
and 500 to compare how well these three models perform 
with the same data. The optimizer used is ADAM to deal 
with stochastic gradient descent. During the training of the 
models, both training and validation accuracy and loss are 
measured after each epoch for evaluation. 

 
Fig.16. – Model’s Architecture Diagram 

 

 
 

The outcomes of the trained models need to be assessed 
after experimentation. The accuracy and loss performance 
of the models after training are the first things to be 
assessed. 

Fig.17. – Model 1 Training performance 

 
Fig.18. – Model 2 Training performance  

 
 

Fig.19. – Model 3 Training performance  
 

 
We begin by examining the performance of model 1, 

which is trained using just 100 epochs, as was stated in the 
preceding chapter. As seen in Fig.17, the loss and accuracy 
training graph for this model is quite shaky; train data and 
validation data frequently do not coincide, which is a sign 
of subpar performance. The utmost accuracy that this 
model can obtain during training, particularly when in 
epoch 90 and above, only reaches 50%, serves as more 
evidence of this.  

While this is happening, in model 2, the accuracy and 
loss graphs appear to be fairly stable, the accuracy graphs 
appear to be gradually increasing while the loss graphs 
appear to be gradually decreasing. In addition, the 
performance of the training data and validation data 
appears to be closely correlated, and the values are not too 
dissimilar. Because it does not indicate any overfitting, this 
suggests that the model is certainly a decent one. The 
maximum accuracy that this model can reach on epoch 250 
is roughly 99%, while the loss is approximately 0,3%. 

Model 3 on the other hand, is somewhat like model 2 and 
model 1, where the accuracy rises and the loss graph 
gradually decreases, while the performance of this model is 
also occasionally unstable, and there are numerous 
instances where the performance of the training data and 
the validation data deviates significantly from one another. 
Particularly during epochs of 450 and above. This could be 
an indication of overfitting, when the model continuously 
tries to learn what has been learned after a large number of 
epochs, ultimately leading to a significant disparity 
between the performance of the training data and the 
validation data. Ultimately, in epoch 500, the loss increased 
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to around 1.5% while the accuracy decreased to almost 
60%. From these observations, it can be concluded that the 
best model of these three experiments is model 2, the model 
with 250 epochs. 

 
Fig.20. – Multiclass Confusion Matrix of Model 1 

 
Fig.21. – Multiclass Confusion Matrix of Model 2 

 
 

 
 
 
 
 
 

Fig.22. – Multiclass Confusion Matrix of Model 3 

 
 
In addition to performance during training, the author 

also tries to evaluate the performance results of these 
models with a confusion matrix based on test data. Model 
1 contains a lot of incorrect predictions based on the general 
number of False Positive and False Negative instances. 
Class "V" had the most False Positive cases, with a total of 

11, compared to just 1 True Positive. Additionally, many 
classes have TP values of 0, which means that this model 
is either unable to detect those classes or will undoubtedly 
be incorrect in its predictions of those classes. Furthermore, 
as depicted in Fig.20., the author tries to uncover the 
specifics of this model's poor performance. We can see that 
this model misidentified "I," "J," "O," and "R" as "V" 1, 3, 
5, and 2 times, respectively. 

If we compare model 2 to model 1, there are essentially 
no instances of missed predictions from this model, as 
shown by the Confusion matrix in Fig.21., only 2 instances 
of predictions from this model are incorrect, specifically 1 
False Negative in class "P" and "V" this was because the 
model incorrectly predicts 'V' as 'R' and 'P' as 'H'. 

Moving on to model 3, referring to Fig.22., here we can 
see that similar to model 1, there are many errors in model 
3, although not as many as in model 1. The most prominent 
is the case of 7 False Positive in class 'I', and 5 cases of 
False Negative in class 'O'. This is because this model 
incorrectly predicts 'O' and 'Z' as 'I', 5 and 2 times, 
respectively, and predicts 'I' when in fact it is 'O', which is 
unique in that the two cases intersect with each other. Now 
that we have the confusion matrices for the three models, 
we can calculate other performance metrics, including test 
accuracy and f1 score. With the help of Sci-kit learn, the 
author can produce results from the three models as 
depicted in TABLE I below. 

TABLE I.  PERFORMANCE COMPARISON OF THE THREE 
MODELS 

 
Model Precision Recall Accuracy F1-Score 

Model 1 0.52 0.53 0.50 0.47 
Model 2 0.97 0.97 0.97 0.96 
Model 3 0.71 0.76 0.71 0.76 
 

In keeping with the preceding observation, it can also be 
deduced and proven from this observation that model 2 is 
the best out of the three, followed by model 2 and finally 
model 1.  

TABLE II.  PERFORMANCE COMPARISON TO RELATED 
RESEARCH 

TABLE III.   

Research Method Best Model 
Accuracy 

This 
Research 

MediaPipe Holistic + LSTM 97% 

[3] MediaPipe Holistic + LSTM 90% 
[4] MediaPipe Holistic + CNN 97% 
[5] MediaPipe Holistic + RNN 90% 
[6] MediaPipe Holistic + LSTM 97% 
[7] MediaPipe Holistic + LSTM 94% 
[8] E-CNN 99% 
[9] MediaPipe Holistic + Bi-LSTM 92% 
[10] Microsoft Kinect Xbox + HMM 60% 
[11] G-CNN 99% 
[12] Inception v3 CNN 90% 
[13] DenseNet 201 86% 
[14] LMC Sensor + LSTM 97% 
[15] LSTM 97% 
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The performance score obtained from the best model in 
this study, which is model 2, when compared with other 
studies, namely research [3]–[9], [11], [12], [14], [15] is on 
par. The accuracy value achieved from model 2 in this 
study, which is 97 %, is fairly comparable with the 
accuracy value gained from these research studies since 
these research studies receive an average accuracy value of 
90 % or higher from their best models. Additionally, it is 
unmistakably thought to be superior when compared to 
research [10], [13] because these studies have an average 
accuracy of around 75%.  

However, when it comes to quality, the models from the 
research that have been mentioned earlier, are not 
necessarily bad. In terms of functionality, they may be 
better than this study, considering the small amount of data 
used in this study when compared to those studies. 
Furthermore, for this reason, the best model in this study 
may not be reliable enough to be used in real-time detection 
cases, because the more data used, the more variations in 
the data, and the more variations in the data, the greater the 
probability of the model to be able to detect data that it has 
never encountered, which in the case of real-time detection 
is very likely to happen. For this reason, the authors do not 
necessarily claim that the technique used in this study is 
better than other studies. The author hopes that the 
techniques used in this study can be considered and further 
developed for future research. 

 
CONCLUSIONS 

 
In this study, an experiment was conducted to create a 

model that can recognize BISINDO sign language. This 
research focuses on utilizing the MediaPipe Holistic utility 
to extract keypoints on the face, poses, and hands, then 
processing them with the LSTM model. From the results of 
experiments with the three models, it can be concluded that 
model 2, namely the model with training epoch 250, is the 
best model among the three, achieving an accuracy of 97% 
and an f1-score of 96%. These results certainly include 
commensurate results when compared with the results 
achieved by other researchers from the studies that have 
been mentioned. However, this model is still far from 
perfect, this model is not reliable enough to perform real-
time detection considering the small amount of data used. 
Therefore, the authors hope that in future research that uses 
a similar method, please add more data so that the resulting 
model can be much more perfect. 
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WORKING PAPER 

Summary 
 

The working paper is a complete material for a journal titled “BISINDO 

Indonesian Sign Language Recognition Using MediaPipe Holistic and LSTM Deep 

Learning Model”. The working paper contains all the material for the results of the 

Journal that are not included in the Journal. This paper presents several sections 

which consist of literature review, analysis and design, source code, dataset, 

experiment stage, and results of all the experiments. 

Chapter 1 discusses the literature review, which includes journal articles that 

serve as the base or cornerstone of this research. Chapter 2 explains the research's 

analysis and design. A flowchart is used to demonstrate the design in this chapter. 

In Chapter 3, the source code that was utilized in this study is described, along with 

an explanation of how each code was applied to the processing of the data at hand. 

The dataset utilized in this study is described in detail in Chapter 4, along with 

information on how to collect the data, its properties, and any modifications needed 

to make the final data processing-ready. Chapter 5 explains the author’s progressive 

experimentation, backstage processes the author went through during this research. 

It describes the stages that must be passed in processing the dataset into the expected 

research results. The final section of this research, Chapter 6, describes the general 

findings of the experiments that have been conducted, including the calculation of 

performance results using the Confusion Matrix and F1-Score. 
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