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KLASIFIKASI BERITA HOAKS BERBASIS ENSEMBLE LEARNING (NAÏVE 

BAYES, LOGISTIC REGRESSION, DAN RANDOM FOREST) DENGAN TF-IDF 

NADHIRA SABINA PUTRI 

ABSTRAK 

Penelitian ini bertujuan untuk merancang sistem klasifikasi berita hoaks berbasis teks dengan 

menerapkan metode Ensemble Learning yang mengombinasikan tiga algoritma machine 

learning, yaitu Naïve Bayes, Logistic Regression, dan Random Forest, serta menggunakan fitur 

Term Frequency–Inverse Document Frequency (TF-IDF). Penelitian ini dilatarbelakangi oleh 

tingginya peredaran hoaks di Indonesia yang diperkirakan menjangkau sekitar 30%–60% 

masyarakat, sementara hanya 21%–36% yang mampu mengenali informasi palsu. Penyebaran 

hoaks yang banyak terjadi melalui media sosial, aplikasi pesan, dan situs web menunjukkan 

pentingnya pemanfaatan teknologi untuk membantu masyarakat dalam melakukan verifikasi 

informasi secara lebih cepat dan tepat. Dataset yang digunakan berjumlah 5.446 berita 

berbahasa Indonesia, yang terdiri dari 2.750 berita hoaks dari TurnBackHoax dan 2.696 berita 

valid yang diperoleh dari Detik.com, Kompas, Liputan6, serta CNN Indonesia. Proses 

penelitian diawali dengan pengumpulan data melalui web scraping, kemudian dilanjutkan 

dengan tahap pra-pemrosesan teks yang mencakup pembersihan data, penggabungan judul dan 

isi berita, case folding, penghapusan URL dan tanda baca, serta tokenisasi. Selanjutnya, 

ekstraksi fitur dilakukan menggunakan TF-IDF dengan konfigurasi unigram, kemudian dataset 

dibagi menjadi data latih dan data uji dengan rasio 80:20 menggunakan stratified split guna 

menjaga keseimbangan distribusi kelas. Sistem bekerja dengan mengonversi teks berita 

menjadi vektor TF-IDF yang diproses secara bersamaan oleh ketiga algoritma klasifikasi, lalu 

hasil prediksi dari masing-masing model digabungkan melalui mekanisme hard voting untuk 

menentukan label akhir berupa hoaks atau valid. Hasil pengujian menunjukkan bahwa model 

ensemble memberikan kinerja terbaik dengan akurasi 96,69%, precision 96,15%, recall 

97,22%, dan F1-score 96,68%, sehingga lebih unggul dibandingkan model tunggal. Penelitian 

ini menawarkan solusi berupa sistem klasifikasi otomatis berbasis Ensemble Learning yang 

mampu mendeteksi berita hoaks secara lebih akurat dan konsisten, sehingga diharapkan dapat 

membantu masyarakat dalam memverifikasi informasi serta mendukung peningkatan literasi 

digital. 

 

Kata kunci: Berita Hoaks, Klasifikasi Teks, Ensemble Learning, TF-IDF, Machine 

Learning. 
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HOAX NEWS CLASSIFICATION USING ENSEMBLE LEARNING METHODS 

(NAÏVE BAYES, LOGISTIC REGRESSION, AND RANDOM FOREST) WITH TF-

IDF 

NADHIRA SABINA PUTRI 

ABSTRACT 

This study aims to develop a text-based fake news classification system by applying the 

Ensemble Learning method, which integrates three machine learning algorithms: Naïve Bayes, 

Logistic Regression, and Random Forest, utilizing the Term Frequency–Inverse Document 

Frequency (TF-IDF) feature representation. The study is motivated by the high circulation of 

fake news in Indonesia, estimated to affect approximately 30%–60% of the population, while 

only about 21%–36% are capable of identifying false information. The widespread distribution 

of fake news through social media, messaging applications, and websites highlights the need 

for technological solutions that can assist the public in verifying information more quickly and 

accurately. The dataset used in this research consists of 5,446 Indonesian-language news 

articles, including 2,750 fake news articles collected from TurnBackHoax and 2,696 legitimate 

news articles obtained from Detik.com, Kompas, Liputan6, and CNN Indonesia. The research 

process began with data collection through web scraping, followed by text preprocessing stages 

such as data cleaning, merging news titles and content, case folding, removing URLs and 

punctuation, and tokenization. Feature extraction was then performed using TF-IDF with a 

unigram configuration, after which the dataset was divided into training and testing sets with 

an 80:20 ratio using stratified split to maintain balanced class distribution. The system 

converts news text into TF-IDF vectors that are processed simultaneously by the three 

classification algorithms, and the predictions from each model are combined using a hard 

voting mechanism to determine the final label as either fake or valid news. Evaluation results 

indicate that the ensemble model achieved the best performance with an accuracy of 96.69%, 

precision of 96.15%, recall of 97.22%, and an F1-score of 96.68%, outperforming the 

individual models. This study proposes a solution in the form of an automated fake news 

classification system based on Ensemble Learning that is capable of detecting false information 

more accurately and consistently. The system is expected to support the public in verifying 

digital information and contribute to improving digital literacy. 

 

Keywords: Fake News, Text Classification, Ensemble Learning, TF-IDF, Machine 

Learning. 
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