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Prediksi Keberhasilan Tender Proyek Manajemen Menggunakan
Algoritma Multiple Linear Regression, Random Forest dan

XGBoost di PT Arkonin Engineering Manggala Pratama.
Dinda Aulia

ABSTRAK

Proses pengambilan keputusan dalam mengikuti tender proyek konstruksi
merupakan tahapan yang krusial bagi perusahaan konsultan, khususnya dari sisi
vendor yang tidak memiliki kewenangan dalam menentukan pemenang tender.
Kondisi tersebut menyebabkan tingkat keberhasilan tender sulit dipastikan,
sehingga diperlukan pendekatan analisis yang lebih realistis dan berbasis data.
Penelitian ini bertujuan untuk menganalisis tingkat keberhasilan tender dengan
menggunakan konsep win rate sebagai ukuran peluang keberhasilan, bukan sekadar
hasil menang atau kalah.Penelitian dilakukan dengan memanfaatkan data historis
tender PT Arkonin Engineering Manggala Pratama periode 2020-2025 yang telah
melalui proses agregasi berdasarkan karakteristik proyek. Pendekatan yang
digunakan adalah analisis regresi, dengan Multiple Linear Regression sebagai model
utama untuk memperoleh interpretasi hubungan antar variabel, serta Random Forest
Regression dan XGBoost Regression sebagai model pembanding. Kinerja model
dievaluasi menggunakan nilai R?, RMSE, dan MAE, serta tingkat akurasi prediksi
win rate dalam batas toleransi tertentu.Hasil penelitian menunjukkan bahwa analisis
win rate mampu memberikan gambaran probabilistik yang lebih sesuai dengan
kondisi nyata yang dihadapi vendor pada tahap pra-tender. Selain itu, integrasi hasil
analisis ke dalam dashboard Business Intelligence membantu manajemen dalam
mengevaluasi tender secara lebih objektif dan terukur. Dengan demikian, penelitian
ini diharapkan dapat mendukung penerapan strategi selective tendering serta
meningkatkan efektivitas pengambilan keputusan perusahaan.

Kata Kunci : Win rate tender; analisis regresi; machine learning; selective tendering;
business intelligence
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Predicting the Success of Project Management Tenders Using Multiple
Linear Regression, Random Forest, and XGBoost Algorithms at PT Arkonin
Engineering Manggala Pratama

Dinda Aulia

ABSTRACT

Decision-making in construction tender participation is a critical stage for
consulting firms, particularly from the vendor s perspective where the final decision
lies with the project owner. This condition creates uncertainty in predicting tender
outcomes, making data-driven analysis increasingly necessary. This study aims to
analyze tender success probability using the win rate concept as a continuous
measure, rather than relying solely on binary win—loss outcomes.The research
utilizes historical tender data of PT Arkonin Engineering Manggala Pratama from
2020 to 2025, which were aggregated based on key project characteristics. A
regression-based approach was applied, with Multiple Linear Regression serving
as the main model to provide interpretative insights, while Random Forest
Regression and XGBoost Regression were employed as comparative models. Model
performance was evaluated using R?, RMSE, and MAE, along with prediction
accuracy within a predefined tolerance range.The results indicate that win rate
analysis offers a more realistic representation of tender success from the vendor’s
point of view. Furthermore, integrating the analytical results into a Business
Intelligence dashboard enables management to assess tenders in a more objective
and structured manner. Overall, this study is expected to support the
implementation of selective tendering strategies and enhance the quality of data-

driven decision-making within the company.

Keywords: Tender win rate; regression analysis; machine learning; selective
tendering; business intelligence
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